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Abstract

Shannon entropy was defined for probability distributions and then its using was expanded to measure the uncertainty of knowledge for systems with complete information. In this article, it is proposed to extend the using of Shannon entropy to under-defined or over-defined information systems. To be able to use Shannon entropy, the information is normalized by an affine transformation. The construction of affine transformation is done in two stages: one for homothety and another for translation. Moreover, the case of information with a certain degree of imprecision was included in this approach. Besides, the article shows the using of Shannon entropy for some particular cases such as: neutrosophic information both in the trivalent and bivalent case, bifuzzy information, intuitionistic fuzzy information, imprecise fuzzy information, and fuzzy partitions.
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1 Introduction

The Shannon entropy \[^{[12]}\] plays an important role in the information uncertainty computing. Thus, if the information vector is defined by formula:
Let \( p = (p_1, p_2, \ldots, p_n) \in [0, 1]^n \) \( (1) \)

and it verifies the condition of partition of unity, namely,

\[
\sum_{j=1}^{n} p_j = 1
\]  

then, we compute the Shannon entropy using the well-known formula:

\[
E_S(p) = - \frac{1}{\ln(n)} \sum_{i=1}^{n} p_i \ln(p_i)
\]  

(3) 

The formula (3) can be used only and only the information vector verifies the condition of the partition of unity (2). But, what happens when the information is under-defined, when there exists the following inequality:

\[
\sum_{j=1}^{n} p_j < 1
\]  

(4) 

Also, what happens when the information is over-defined, when there exists the following inequality:

\[
\sum_{j=1}^{n} p_j > 1
\]  

(5) 

Usually, the degree of uncertainty for a vector information can have values in the interval \([0, 1]\). Consequently, it is evidently that there exist different vectors from the \(n\)-dimensional unit hypercube that have the same value for the degree of uncertainty. For any value from the interval \([0, 1]\) it can associated a class of vectors that have for the degree of uncertainty a specified value. Hence, it results the following idea: for each information vector \( p \) that verifies the conditions (4) or (5), we must find an equivalent information vector \( \hat{p} \) that verifies the condition (2) and then we obtain the entropy \( E_S(p) \) calculating entropy \( E_S(\hat{p}) \) using formula (3). The obtaining of the equivalent vector \( \hat{p} \) will be done using a normalization transformation and in the end it results a vector that verifies the condition of partition of unity (2).

Usually, the equivalent vector \( \hat{p} = (\hat{p}_1, \hat{p}_2, \ldots, \hat{p}_n) \) is obtained under the condition of the information proportionality, and it is determined a real and positive number \( \lambda \), so that:

\[
\hat{p} = \lambda \cdot p
\]  

(6)
From the condition (2) applied to vector $\hat{p}$ it results the number $\lambda$:

$$\lambda = \left( \sum_{j=1}^{n} p_j \right)^{-1}$$  \hspace{1cm} (7)

Using the scaling factor, it is obtained the normalized vector $\hat{p}$:

$$\hat{p}_i = \frac{p_i}{\sum_{j=1}^{n} p_j}$$  \hspace{1cm} (8)

The formula (8) has a deficiency because it becomes instable when the sum of the components approaches to zero. In addition, we cannot use the normalization transformation defined by (8), if the information vector $p = (p_1, p_2, \ldots, p_n)$ has a degree of imprecision defined by the parameter $s \in [0, 1]$. In this context, we are faced to compute the Shannon entropy for the extended vector of information denoted by $P$ and defined by:

$$P = (p_1, p_2, \ldots, p_n, s)$$  \hspace{1cm} (9)

It is observable that the formula (8) does not take into account the degree of imprecision $s$ and this is an additional disadvantage. In order to solve the problem of information normalization, we will construct an affine transformation having two steps: a translation transformation $\hat{p}$ and a homothetic one $\hat{p}$. Next, the article has the following structure: section 2 shows the construction of homothetic transformation; section 3 shows the construction of translation transformation; section 4 shows the aggregation of homothetic and translation in an affine transformation; section 5 shows particular cases of using of the proposed entropy computing method; section 6 shows some conclusions while the last section is that of references.

## 2 Homothetic transformation for over-defined information

In this section, we will analyze the case of over-defined information and without having the degree of imprecision. In other words, the vector of information $p = (p_1, p_2, \ldots, p_n)$ verifies the inequality (8) and the degree of imprecision is zero, namely:

$$\sum_{j=1}^{n} p_j > 1$$  \hspace{1cm} (10)

and
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We can write the Jensen inequality \((\text{[5]}, \text{[6]})\):

\[
-s = 0 \quad (11)
\]

and the following equivalent forms:

\[
-\sum_{i=1}^{n} p_i \ln(p_i) \leq -\sum_{i=1}^{n} p_i \ln \left( \frac{1}{n} \sum_{j=1}^{n} p_j \right) \quad (12)
\]

We obtained the Shannon entropy for over-defined information:

\[
E_S(p) = -\frac{1}{\ln(n)} \sum_{i=1}^{n} \frac{p_i}{\sum_{j=1}^{n} p_j} \ln \left( \frac{p_i}{\sum_{j=1}^{n} p_j} \right) \quad (15)
\]

We will denote:

\[
\hat{p}_i = \frac{p_i}{\sum_{j=1}^{n} p_j} \quad (16)
\]

and (15) becomes:

\[
E_S(p) = -\frac{1}{\ln(n)} \sum_{i=1}^{n} \hat{p}_i \ln(\hat{p}_i) \quad (17)
\]

The formula (17) represents the Shannon entropy that is utilized for the normalized information obtained using the homothetic transformation (16). The information vector \(\hat{p}\) describes normalized information and belongs to the polytope defined by (2). But, the formula (16) becomes quite instable when the sum \(\left( \sum_{j=1}^{n} p_j \right)\) is approaching zero. Because of that, we will directly use this normalization only when the sum \(\left( \sum_{j=1}^{n} p_j \right)\) is greater than one, namely when the information is over-defined. When the sum \(\left( \sum_{j=1}^{n} p_j \right)\) is less than one, namely the information is under-defined, we firstly do a translation and secondly the homothety defined by (16). The translation is presented in the next section.
3 Translation transformation for under-defined information

In the previous section, we have presented the normalization of over-defined information. This is reduced to a simple homothety [7]. As we have said earlier, the normalization of the under-defined information is done in two steps: a translation and then a homothety. We will construct the translation, starting from the assumption that two information vectors that have the same distances from the points with maximum certainty are equivalent and must have the same entropy or uncertainty. The points with maximum certainty are the vertices of the polytope described by (2). In other words, we will associate to each information vector \( p \) describing an under-defined information, a vector that describes an over-defined information and keeps the distances from the vertices of the polytope defined by (2). This condition ensures that we obtain an equivalent vector from the point of view of preserving the degree of uncertainty. In the next, we will consider two unit hypercubes: one in the \( n \)-dimensional space given by vector \( p \) defined by (1) and one in \((n + 1)\)-dimensional space given by vector \( P \) defined by (9). The vertices of the polytope (2) are the points where the Shannon entropy is zero and are described by vectors where a component is one and all the other \((n - 1)\) components are zero.

We consider an \( n \)-dimensional vector where the \( j^{th} \) component is 1, namely:

\[
 u = (0, \ldots, 0, 1, 0, \ldots, 0) \quad (18)
\]

and its extension in the \((n + 1)\)-dimensional space with zero on the last position for imprecision parameter \( s \):

\[
 U = (u, 0) = (0, \ldots, 0, 1, 0, \ldots, 0, 0) \quad (19)
\]

The vector obtained after the translation of vector \( p \) will be defined by formula:

\[
 \tilde{p} = (p_1 + \vartheta, p_2 + \vartheta, \ldots, p_n + \vartheta) \quad (20)
\]

The translation parameter \( \vartheta \) will be obtained solving the equation that preserves the distance:

\[
 d(\tilde{p}, u) = d(P, U) \quad (21)
\]

Using the Euclidean distance, the equation (21) becomes:
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\[(p_j + \vartheta - 1)^2 + \sum_{i=1, i \neq j}^{n} (p_i + \vartheta)^2 = (p_j - 1)^2 + \sum_{i=1, i \neq j}^{n} p_i^2 + s^2 \quad (22)\]

\[n\vartheta^2 + 2\vartheta(\sum_{j=1}^{n} p_j - 1) - s^2 = 0 \quad (23)\]

We define the index of definedness by formula:

\[\delta = \sum_{j=1}^{n} p_j - 1 \quad (24)\]

and we obtain the following equation from (23):

\[n\vartheta^2 + 2\delta\vartheta - s^2 = 0 \quad (25)\]

Of course, there are two solutions:

\[\vartheta_{1,2} = -\delta \pm \sqrt{\delta^2 + ns^2} \quad (26)\]

Since we are interested in over-defined information, we will only consider the variant with plus and it results for the translation parameter the following value:

\[\vartheta = \frac{-\delta + \sqrt{\delta^2 + ns^2}}{n} \quad (27)\]

It results the translated vector components:

\[\tilde{p}_i = p_i + \frac{\sqrt{\delta^2 + ns^2} - \delta}{n} \quad (28)\]

The translated vector \(\tilde{p}\) represents over-defined information because it verifies the condition (5), namely:

\[\sum_{i=1}^{n} \tilde{p}_i = \sum_{i=1}^{n} p_i + n\vartheta \quad (29)\]

\[\sum_{i=1}^{n} \tilde{p}_i = \sum_{i=1}^{n} p_i - \delta + \sqrt{\delta^2 + ns^2} \quad (30)\]

\[\sum_{i=1}^{n} \tilde{p}_i = 1 + \sqrt{\delta^2 + ns^2} \geq 1 \quad (31)\]
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In the second step, because the vector information $\hat{p}$ is over-defined, we can apply the homothetic transformation (16) and at the end, it results the normalized vector $\hat{p}$.

$$\hat{p}_i = \frac{\hat{p}_i}{\sum_{j=1}^{n} \hat{p}_j}$$

(32)

4 The affine transformation for information normalization

After the presentation of the translation and homothetic transformations in the previous sections, we conclude that the normalized information vector is obtained applying an affine transformation [3], [4]:

$$\hat{p}_i = \alpha p_i + \beta$$

(33)

where the two parameters ($\alpha, \beta$) are defined by:

$$\alpha = \frac{1}{1 + \sqrt{\delta^2 + ns^2}}$$

(34)

$$\beta = \frac{\sqrt{\delta^2 + ns^2} - \delta}{1 + \sqrt{\delta^2 + ns^2}}$$

(35)

and after all it is obtained the following formula:

$$\hat{p}_i = \frac{p_i + \sqrt{\delta^2 + ns^2} - \delta}{1 + \sqrt{\delta^2 + ns^2}}$$

(36)

In the next, we will consider the following two parameters:
the degree of under-definedness:

$$u = max(-\delta, 0)$$

(37)

the degree of over-definedness:

$$o = max(\delta, 0)$$

(38)

Combining formulas (37), (38) and (36) it results consequently:

$$\hat{p}_i = \frac{p_i + \sqrt{\delta^2 + ns^2} - o + u}{1 + \sqrt{\delta^2 + ns^2}}$$

(39)
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\begin{align*}
\hat{p}_i &= \frac{p_i + \frac{2u}{n} + \frac{\sqrt{\delta^2 + ns^2} - o - u}{1 + \sqrt{\delta^2 + ns^2}}}{n} \\
\hat{p}_i &= \frac{p_i + \frac{2u}{n} + \frac{\sqrt{\delta^2 + ns^2} - |\delta|}{1 + \sqrt{\delta^2 + ns^2}}}{n}
\end{align*}
(40)

We define the cumulated imprecision:

\[ h = \sqrt{\delta^2 + ns^2} - |\delta| \]
(42)

As a final point, it results the formula for translated vector components:

\[ \hat{p}_i = \frac{p_i + \frac{2u + h}{n}}{1 + |\delta| + h} \]
(43)

After this, we compute the Shannon entropy for under-defined or over-defined information and supplementary having a degree of imprecision:

\[ E_S(p) = -\frac{1}{\ln(n)} \sum_{i=1}^{n} \left( \frac{p_i + \frac{2u + h}{n}}{1 + |\delta| + h} \right) \ln \left( \frac{p_i + \frac{2u + h}{n}}{1 + |\delta| + h} \right) \]
(44)

If the imprecision is zero, namely \( s = 0 \), it results \( h = 0 \) and one obtains the particular form:

\[ \hat{p}_i = \frac{p_i + \frac{2u}{n}}{1 + |\delta|} \]
(45)

\[ E_S(p) = -\frac{1}{\ln(n)} \sum_{i=1}^{n} \left( \frac{p_i + \frac{2u}{n}}{1 + |\delta|} \right) \ln \left( \frac{p_i + \frac{2u}{n}}{1 + |\delta|} \right) \]
(46)

In addition we can compute the Onicescu informational energy [9], the Tsallis entropy [10, 15] or Renyi entropy [11]:

Onicescu informational energy:

\[ E_O(p) = \sum_{i=1}^{n} \left( \frac{p_i + \frac{2u + h}{n}}{1 + |\delta| + h} \right)^2 \]
(47)
Tsallis entropy:

\[
E_T(p) = \frac{1 - \sum_{i=1}^{n} \left( \frac{p_i + \frac{2u + h}{n}}{1 + |\delta| + h} \right)^\alpha}{\alpha - 1}
\]  

Renyi entropy:

\[
E_R(p) = \frac{1 - \ln \left( \sum_{i=1}^{n} \left( \frac{p_i + \frac{2u + h}{n}}{1 + |\delta| + h} \right)^\alpha \right)}{1 - \alpha}
\]

where \(\alpha\) is a positive real number with \(\alpha \neq 1\). When \(\alpha \to 1\) the Tsallis and Renyi entropies recover the Shannon entropy.

**Observation.** Usually, at practical level, we have \(\delta \approx 0\) and we can take into account the following approximation for cumulated imprecision:

\[
\sqrt{\delta^2 + ns^2} - |\delta| \approx s\sqrt{n}
\]

It is obtained:

\[
\hat{p}_i \approx \frac{p_i + \frac{2u + s\sqrt{n}}{n}}{1 + |\delta| + s\sqrt{n}}
\]

On the other hand, (51) is the exact formula for imprecise and complete information.

### 5 Some particular cases for Shannon entropy

In the following we will present some particular cases for using of the Shannon entropy: neutrosophic information, bifuzzy information, intuitionistic fuzzy information, imprecise fuzzy information, and fuzzy partitions.

#### 5.1 Three-valued Shannon entropy for neutrosophic information.

The neutrosophic information proposed by Smarandache [13], [14] is defined by three parameters: degree of truth \(T \in [0, 1]\), degree of falsity \(F \in [0, 1]\).
and degree of neutrality $I \in [0, 1]$. The vector $p = (T, I, F)$ represents the primary information. We define the neutrosophic definedness and under-definedness by following two formulas:

$$D = T + F + I - 1$$

(52)

$$U = \max(-D, 0)$$

(53)

If $D < 0$ then the neutrosophic information is under-defined and if $D > 0$ then the neutrosophic information is over-defined. In this case for three-valued Shannon entropy, we consider three points where the certainty is maximum, namely $p_T = (1, 0, 0), p_I = (0, 1, 0)$ and $p_F = (0, 0, 1)$. Using (45) it results the three-valued normalized information $\hat{p} = (\hat{T}, \hat{I}, \hat{F})$:

$$\hat{T} = \frac{T + \frac{2U}{3}}{1 + |D|}$$

(54)

$$\hat{I} = \frac{I + \frac{2U}{3}}{1 + |D|}$$

(55)

$$\hat{F} = \frac{F + \frac{2U}{3}}{1 + |D|}$$

(56)

The neutrosophic information $(\hat{T}, \hat{I}, \hat{F})$ verifies the condition of the partition of unity:

$$\hat{T} + \hat{I} + \hat{F} = 1$$

(57)

The Shannon entropy is calculated using formula (46) and it results:

$$E_S(p) = -\left(\frac{T + \frac{2U}{3}}{1 + |D|}\right) \ln\left(\frac{T + \frac{2U}{3}}{1 + |D|}\right) - \left(\frac{I + \frac{2U}{3}}{1 + |D|}\right) \ln\left(\frac{I + \frac{2U}{3}}{1 + |D|}\right) - \left(\frac{F + \frac{2U}{3}}{1 + |D|}\right) \ln\left(\frac{F + \frac{2U}{3}}{1 + |D|}\right)$$

$$\ln(3)$$

(58)
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5.2 Bi-valued Shannon entropy for neutrosophic information

The neutrosophic information is described by parameters: degree of truth $\mu \in [0, 1]$, degree of falsity $\nu \in [0, 1]$ and degree of imprecision $\omega \in [0, 1]$.

We define the following parameters:

the bifuzzy definedness:

$$\delta = \mu + \nu - 1$$ (59)

the bifuzzy incompleteness:

$$\pi = \max(-\delta, 0)$$ (60)

the cumulated imprecision:

$$h = \sqrt{\delta^2 + 2\omega^2 - |\delta|}$$ (61)

In this case for bi-valued Shannon entropy, we consider two points where the certainty is maximum, namely $p_T = (1, 0, 0)$ and $p_F = (0, 1, 0)$. It results its equivalent fuzzy degree of truth $\hat{\mu}$ and its fuzzy degree of falsity $\hat{\nu}$:

$$\hat{\mu} = \frac{\mu + \pi + \frac{h}{2}}{1 + |\delta| + h}$$ (62)

$$\hat{\nu} = \frac{\nu + \pi + \frac{h}{2}}{1 + |\delta| + h}$$ (63)

The fuzzy information $\hat{p} = (\hat{\mu}, \hat{\nu})$ represents the bi-valued normalized form of the primary information $p = (\mu, \nu, \omega)$ and there exists the equality:

$$\hat{\mu} + \hat{\nu} = 1$$ (64)

Using the fuzzy information $\hat{p} = (\hat{\mu}, \hat{\nu})$ that was associated to the neutrosophic information $p = (\mu, \nu, \omega)$ we will compute the bi-valued Shannon entropy by the following formula:
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\[ E_S(p) = - \left( \frac{\mu + \pi + \frac{h}{2}}{1 + |\delta| + h} \right) \ln \left( \frac{\mu + \pi + \frac{h}{2}}{1 + |\delta| + h} \right) \]  
\( \quad \ln(2) \)  
\[ \ln(2) \]  
\[ \quad \ln(2) \]  
\[ \frac{1 + |\delta| + h}{1 + |\delta| + h} \]  
\[ \ln(2) \]  
\[ \quad \ln(2) \]  
\[ \frac{1 + |\delta| + h}{1 + |\delta| + h} \]  
\[ \ln(2) \]  
\[ \quad \ln(2) \]  
\[ \frac{1 + |\delta| + h}{1 + |\delta| + h} \]  
\[ \ln(2) \]

5.3 Shannon entropy for bifuzzy information

The bifuzzy information [1], [2] is described by two parameters: degree of truth \( \mu \in [0, 1] \) and degree of falsity \( \nu \in [0, 1] \). We define the bifuzzy definedness \( \delta \in [-1, 1] \) and bifuzzy incompleteness \( \pi \in [0, 1] \) by:

\[ \delta = \mu + \nu - 1 \]  
\[ \pi = \max(-\delta, 0) \]  

In this case we consider two points where the certainty is maximum, namely \( p_T = (1, 0) \) and \( p_F = (0, 1) \). We compute the fuzzy degree of truth \( \hat{\mu} \) and fuzzy degree of falsity \( \hat{\nu} \) using (45) and it results:

\[ \hat{\mu} = \frac{\mu + \pi}{1 + |\delta|} \]  
\[ \hat{\nu} = \frac{\nu + \pi}{1 + |\delta|} \]

There exists the equality:

\[ \hat{\mu} + \hat{\nu} = 1 \]

Using the associated fuzzy information \( \hat{p} = (\hat{\mu}, \hat{\nu}) \) to the bifuzzy information \( p = (\mu, \nu) \) we will compute the Shannon entropy by the following formula derived from (46):

\[ E_S(p) = - \left( \frac{\mu + \pi}{1 + |\delta|} \right) \ln \left( \frac{\mu + \pi}{1 + |\delta|} \right) + \left( \frac{\nu + \pi}{1 + |\delta|} \right) \ln \left( \frac{\nu + \pi}{1 + |\delta|} \right) \]  
\[ \ln(2) \]  
\[ \quad \ln(2) \]  
\[ \frac{1 + |\delta| + h}{1 + |\delta| + h} \]  
\[ \ln(2) \]  
\[ \quad \ln(2) \]  
\[ \frac{1 + |\delta| + h}{1 + |\delta| + h} \]  
\[ \ln(2) \]  
\[ \quad \ln(2) \]  
\[ \frac{1 + |\delta| + h}{1 + |\delta| + h} \]  
\[ \ln(2) \]  
\[ \quad \ln(2) \]  
\[ \frac{1 + |\delta| + h}{1 + |\delta| + h} \]  
\[ \ln(2) \]
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### 5.4 Shannon entropy for intuitionistic fuzzy information

The intuitionistic fuzzy information \([1], [2]\) is described by two parameters: degree of truth \(\mu \in [0, 1]\) and degree of falsity \(\nu \in [0, 1]\) verifying the following inequality \(1 \geq \mu + \nu\).

We define the degree of incompleteness \(\pi\) by:

\[
\pi = 1 - \mu - \nu
\]  
(72)

The information is under-defined or incomplete and we will associate the following fuzzy information with degree of truth \(\hat{\mu}\) and degree of falsity \(\hat{\nu}\):

\[
\hat{\mu} = \frac{\mu + \pi}{1 + \pi}
\]  
(73)

\[
\hat{\nu} = \frac{\nu + \pi}{1 + \pi}
\]  
(74)

with:

\[
\hat{\mu} + \hat{\nu} = 1
\]  
(75)

Using the associated fuzzy information \(\hat{\rho} = (\hat{\mu}, \hat{\nu})\) to the intuitionistic fuzzy information \(\rho = (\mu, \nu)\), we will compute the Shannon entropy by the following formula derived from (46):

\[
E_S(\rho) = -\frac{\left( \frac{\mu + \pi}{1 + \pi} \right) \ln \left( \frac{\mu + \pi}{1 + \pi} \right) + \left( \frac{\nu + \pi}{1 + \pi} \right) \ln \left( \frac{\nu + \pi}{1 + \pi} \right)}{\ln(2)}
\]  
(76)

Equivalent with:

\[
E_S(\rho) = -\frac{\left( \frac{\hat{\mu}}{\hat{\mu} + \hat{\nu}} \right) \ln \left( \frac{\hat{\mu}}{\hat{\mu} + \hat{\nu}} \right) + \left( \frac{\hat{\nu}}{\hat{\mu} + \hat{\nu}} \right) \ln \left( \frac{\hat{\nu}}{\hat{\mu} + \hat{\nu}} \right)}{\ln(2)}
\]  
(77)

where the negation is calculated using formula:

\[
\bar{x} = 1 - x
\]  
(78)
5.5 Shannon entropy for imprecise fuzzy information

The fuzzy information \[16\] is described by the degree of truth \( \mu \in [0, 1] \)
while the imprecise fuzzy information is described by the pair \( p = (\mu, \sigma) \),
where \( \mu \in [0, 1] \) is the degree of truth and \( \sigma \in \left[0, \frac{1}{2}\right] \) is the degree
of imprecision. We must mention that \( \nu = 1 - \mu \) represents the degree of falsity.
The imprecise fuzzy information can be seen as particular neutrosophic case
where \((T, I, F)\) are defined by:

\[
T = \mu \\
I = 2\sigma \\
F = 1 - \mu
\]

In this framework, it results the following particular values for definedness \( \delta \),
cumulated imprecision \( h \), fuzzy degree of truth \( \hat{\mu} \) and fuzzy degree of falsity
\( \hat{\nu} \):

\[
\delta = \mu + \nu - 1 = 0 \\
h = 2\sigma \sqrt{2} \\
\hat{\mu} = \frac{\mu + \sigma \sqrt{2}}{1 + 2\sigma \sqrt{2}} \\
\hat{\nu} = \frac{\nu + \sigma \sqrt{2}}{1 + 2\sigma \sqrt{2}}
\]

with:

\[
\hat{\mu} + \hat{\nu} = 1
\]

Using \((46)\), we obtain Shannon entropy for imprecise fuzzy information:

\[
E_S(p) = - \left( \frac{\mu + \sigma \sqrt{2}}{1 + 2\sigma \sqrt{2}} \right) \ln \left( \frac{\mu + \sigma \sqrt{2}}{1 + 2\sigma \sqrt{2}} \right) + \left( \frac{\nu + \sigma \sqrt{2}}{1 + 2\sigma \sqrt{2}} \right) \ln \left( \frac{\nu + \sigma \sqrt{2}}{1 + 2\sigma \sqrt{2}} \right)
\]

\[
\ln(2)
\]
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5.6 Bi-valued Shannon entropy for fuzzy partition

We consider the fuzzy partition \((w_1, w_2, \ldots, w_n)\) and there exists the equality,
\[
w_1 + w_2 + \ldots + w_n = 1 \quad (85)
\]

We order the membership functions and get the following decreasing set of values:
\[
o_1 \geq o_2 \geq \ldots \geq o_n \quad (86)
\]

where
\[
o_1 = \max(w_1, w_2, \ldots, w_n) \quad (87)
\]

and
\[
o_n = \min(w_1, w_2, \ldots, w_n) \quad (88)
\]

Firstly, we construct an intuitionistic fuzzy representation where \(\mu = o_1\), \(\nu = o_2\) and \(\pi = 1 - o_1 - o_2\). Secondly, we construct the fuzzy representation where \(\hat{\mu}\) and \(\hat{\nu}\) are defined by (73) and (74). It results:
\[
\hat{\mu} = \frac{o_1 + \pi}{1 + \pi} \quad (89)
\]
\[
\hat{\nu} = \frac{o_2 + \pi}{1 + \pi} \quad (90)
\]

Using formula (46) for associated fuzzy information \((\hat{\mu}, \hat{\nu})\), one obtains the bi-valued Shannon entropy for the fuzzy partition \(w\):
\[
E_S(w) = -\left(\frac{o_1 + \pi}{1 + \pi}\right) \ln\left(\frac{o_1 + \pi}{1 + \pi}\right) + \left(\frac{o_2 + \pi}{1 + \pi}\right) \ln\left(\frac{o_2 + \pi}{1 + \pi}\right) \quad (91)
\]

with its equivalent form derived from (77):
\[
E_S(w) = -\left(\frac{\bar{o}_1}{\bar{o}_1 + \bar{o}_2}\right) \ln\left(\frac{\bar{o}_1}{\bar{o}_1 + \bar{o}_2}\right) + \left(\frac{\bar{o}_2}{\bar{o}_1 + \bar{o}_2}\right) \ln\left(\frac{\bar{o}_2}{\bar{o}_1 + \bar{o}_2}\right) \quad (92)
\]

There are other non-logarithmic formulas for bi-valued fuzzy partition entropy computing such as the following three:
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\[ E_K(w) = 1 - \frac{|o_1 - o_2|}{1 + \pi} \quad (93) \]

\[ E_E(w) = \sqrt{\frac{1 - 2o_1 + \sum_{i=1}^{n} o_i^2}{1 - 2o_2 + \sum_{i=1}^{n} o_i^2}} \quad (94) \]

\[ E_P(w) = \frac{1 - o_1}{1 - o_2} = \frac{o_1}{o_2} \quad (95) \]

6 Conclusion

The article presents a method of using Shannon entropy for under-defined or over-defined information with a certain degree of imprecision. For this purpose, a two-step normalization procedure is proposed: a translation and a homothetic one. After the presentation, the procedure is used for calculating Shannon’s entropy in the case of particular representations of information such as neutrosophic information, bifuzzy information, intuitionistic fuzzy information, imprecise fuzzy information and fuzzy partitions. In the case of neutrosophic information, two variants are possible: the first is the trivalent variant in which the certainty has three prototypes: true, neutral and false; the second is the bivalent variant in which the certainty has two prototypes: true and false. The article mentions that the presented method of normalization can be used for other formulas such as Onicescu information energy, Tsallis entropy or Renyi entropy.
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