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Abstract: To address issues involving inconsistencies, this paper proposes a stochastic multi-criteria 
group decision making algorithm based on neutrosophic soft sets, which includes a pair of 
asymmetric functions: Truth-membership and false-membership, and an indeterminacy-
membership function. For integrating an inherent stochastic, the algorithm expresses the weights of 
decision makers and parameter subjective weights by neutrosophic numbers instead of determinate 
values. Additionally, the algorithm is guided by the prospect theory, which incorporates 
psychological expectations of decision makers into decision making. To construct the prospect 
decision matrix, this research establishes a conflict degree measure of neutrosophic numbers and 
improves it to accommodate the stochastic multi-criteria group decision making. Moreover, we 
introduce the weighted average aggregation rule and weighted geometric aggregation rule of 
neutrosophic soft sets. Later, this study presents an algorithm for neutrosophic soft sets in the 
stochastic multi-criteria group decision making based on the prospect theory. Finally, we perform 
an illustrative example and a comparative analysis to prove the effectiveness and feasibility of the 
proposed algorithm. 

Keywords: neutrosophic soft sets; inconsistent information; prospect theory; stochastic multi-criteria group 
decision making 

 

1. Introduction 

Many complex issues in engineering, economics, environmental science and medical science 
involve uncertainties. In order to address these issues, the theory of possibility, fuzzy set [1], rough 
set [2], and interval mathematic [3] have been developed successively. However, the above theories 
have their inherent defects, which are mainly reflected in the inadequacy of parameterization tools 
[4]. In 1999, Molodtsov [4] initiated the soft set theory for modeling uncertainties from the 
parameterized point of view. 

After Molodtsov, the research interests in the soft set theory have been growing rapidly, such as 
the algebraic structure [5,6], topology [7,8], normal parameter reduction [9], medical diagnosis [10], 
game theory [4], and decision making under uncertainties [11,12]. In addition, the study of hybrid 
models that are developed by combining the soft set theory with other mathematical tools, such as 
rough sets [13], fuzzy sets [14], and intuitionistic fuzzy sets [15], has also been an important research 
topic. 

Under uncertain environments, a mass of inconsistent information appears due to diversities of 
source platforms and the differences in the acquisition time. To address issues involving 
inconsistencies, Smarandache [16] initiated neutrosophic sets from the perspective of philosophy. 
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Subsequently, Maji [17] integrated neutrosophic sets into soft sets to propose neutrosophic soft sets, 
which retain the characteristics of neutrosophic sets and have adequate parameterization tools. 
Neutrosophic soft sets are characteristic by three independent functions, including a pair of 
asymmetric functions: Truth-membership and false-membership, and an indeterminacy-membership 
function. Among them, the truth-membership and false-membership represent the degree of 
belongingness and non-belongingness of an element with respect to parameters. The indeterminacy-
membership shows the neutrality degree of an element related to parameters.  

In recent years, the theory extensions of neutrosophic soft sets have made a rapid progress. Sahin 
and Küçük [18] constructed generalised neutrosophic soft sets. Deli and Broumi [19] refined the 
concept and operations of Maji’s neutrosophic soft sets. In addition, they also studied the 
neutrosophic soft matrix and their operators. Considering that the approximate range is usually used 
to describe complex situations when there is no sufficient information, Deli [20] expanded the values 
of the truth-membership, indeterminacy-membership, and false-membership to the form of interval 
values to construct interval-valued neutrosiphic soft sets. Karaaslan [21] introduced the possibility of 
neutrosophic soft sets by assigning probability to the three function values and defined related 
properties and operations. In addition, the concepts of single-valued neutrosophic refined soft sets 
[22], generalized 
neutrosophic soft expert sets [23], and neutrosophic soft rough sets [24] were presented successively.  

Meanwhile, neutrosophic soft sets are also employed in the fields of clustering, prediction and 
decision making under uncertainties, among which decision making under uncertainties is the most 
widely applied. Deli [20] proposed a decision making method of interval-valued neutrosophic soft 
sets by level soft sets, and illustrated it by an example. Peng and Liu [25] constructed three decision 
making algorithms of neutrosophic soft sets by evaluation based on the distance from average 
solution (EDAS), similarity measure, and level soft sets, respectively. Abu Qamar and Hassan [26] 
presented the similarity, distance, and fuzzy degree measures of Q-neutrosophic soft sets, and put 
forward the corresponding decision rule. Karaaslan [21] constructed a decision making method for 
the possibility of neutrosophic soft sets based on the and-product. 

However, the existing studies mainly focus on decision making methods under a single decision 
maker, few scholars have studied group decision making problems by neutrosphic soft sets. At the 
same time, we also noticed that the existing methods have the following defects. On one hand, the 
above methods are mainly based on the expected utility theory, which assumes that decision makers 
are completelyrational. Actually, in decision making processes, decision makers do not make 
decisions in a complete rational manner, mainly showing that psychological expectations will greatly 
affect the actual decision making behavior. On the other hand, the parameter subjective weights are 
directly given determinate values [25], which do not fully reflect the hesitancies of decision makers' 
judgments under uncertain environments. 

To make up for the gaps of existing researches, this study constructs an algorithm for the 
stochastic multi-criteria group decision making based on neutrosophic soft sets. Stochastic means 
that the weights of decision makers and parameters are uncertain or completely unknown under 
uncertainties. In this paper, neutrosophic numbers rather than determinate values are adopted to 
express the stochastic of the weights of decision makers and parameters. This method employs the 
prospect theory [27] rather than the expected utility theory to integrate the hesitancies of alternatives 
by decision makers’ judgements. The prospect theory, a new theory of bounded rationality, is 
proposed from the point of view of cognitive psychology. In addition, it integrates the influence of 
psychological expectations on actual decision making behaviors into the decision making model. 
Therefore, the prospect theory is more in line with actual decision making behaviors under 
uncertainties [28]. Then, to establish the prospect decision matrix, we put forward the conflict degree 
measure of neutrosophic numbers and modify it to adapt group decision making. Moreover, on the 
purpose of aggregating in group decision making processes, this study proposes the weighted 
average aggregation rule and weighted geometric aggregation rule of neutrosophic soft sets.  

To promote our discussion, some fundamental concepts of neutrosophic sets, soft sets, 
neutrosophic soft sets, and prospect theory are reviewed in Section 2. In Section 3, we establish the 
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measures of determinacy degree and conflict degree, and construct the weighted average aggregation 
rule and weighted geometric aggregation rule of a neutrosophic soft set. In Section 4, this paper 
presents an algorithm for neutrosophic soft sets in the stochastic multi-criteria group decision making 
based on the prospect theory. In Section 5, to demonstrate the feasibility and effectiveness of the 
proposed algorithm, we perform an illustrative example and a comparative analysis.  

2. Preliminaries  

In this section, we briefly recall some basic concepts of neutrosophic sets, soft sets, neutrosophic 
soft sets, and prospect theory. More detailed conceptual basics can be found in references [16,4,17,27] 
(pp. 1-2). 

2.1. Neutrosophic Soft Sets 

Definition 1. [16] (p. 1) Let U  be the initial universal set, a neutrosophic set 

( ) ( ) ( ){ : , , , }A u A u A uA u T I F u U= < > ∈  consists of the truth-membership ( )A uT , the indeterminacy-membership 

( )A uI , and false-membership ( )A uF  of element u U∈  to set A , where , , : ] 0,1 [T I F U − +→ . ] 0,1 [− +  is a non-
standard interval, and the left and right borders of it are imprecise. Between them, 

*( 0) {0 : ,  is infinitesimal}x x R x− = − ∈ , and + *(1 ) {1+ : ,  is infinitesimal}x x R x= ∈ . 

For convenience, we employ , ,u T I F=< >  to represent the element u in the neutrosophic set 
A , and it can be called a neutrosophic number. 

Considering that neutrosophic sets are proposed from the philosophical point of view, it is 
difficult to apply to practical problems, such as management and engineering problems. Then, Haibin 
et al. [29] developed single valued neutrosophic sets. 

Definition 2. [29] Let U  be the universal set, a single valued neutrosophic set A  over U  can be defined as 
( ) ( ) ( ){ : , , , }A u A u A uA u T I F u U= < > ∈ , where , , : [0,1]T I F U → . Similarly, the values of ( ) ( ),A u A uT I  and ( ) A uF  

stand for the truth-membership, indeterminacy-membership, and false-membership of u  to A , respectively. 

Definition 3. [30] Let , ,u T I F=< >  be a neutrosophic number, then the score function, accuracy function 
and certainty function are defined as follows, respectively.  

2( )
3

T I Fs u + − −= ,  (1) 

( )a u T F= − , (2) 

( )c u T= , (3) 

The score function is an important index for evaluating neutrosophic numbers. For a 
neutrosophic number , ,r r rR T I F=< > , the truth-membership rT  is positively correlated with the 
score function, and the indeterminacy-membership rI  and false-membership rF  are negatively 
correlated with the score function. In terms of the accuracy function, the greater the difference 
between the truth-membership rT  and false-membership rF  is, the more affirmative the statement 
is. Additionally, in regard to the certainty function, it positively depends on the truth-membership 

rT . 
On the basis of Definition 3, the comparison method between two neutrosophic numbers is 

represented as follows. 

Definition 4. [30] Let 1 1 1 1 2 2 2 2, , , , ,u T I F u T I F=< > =< >  be two neutrosophic numbers, the comparison 
relationships between 1u  and 2u  are as follows: 
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1. If 1 2( ) ( )s u s u> , 1u  is superior to 2u  and it can be denoted by 1 2u u ; 
2. If 1 2( ) ( )s u s u= , 1 2( ) ( )a u a u> , 1u  is superior to 2u  and is denoted by 1 2u u ; 
3. If 1 2( ) ( )s u s u= , 1 2( ) ( )a u a u= and 1 2( ) ( )c u c u> , 1u  is superior to 2u  and is denoted by 1 2u u ; 
4. If 1 2( ) ( )s u s u= , 1 2( ) ( )a u a u=  and 1 2( ) ( )c u c u= , 1u  is equal to 2u , denoted by 1 2u u . 

Example 1. For two neutrosophic numbers 1 0.8,0.2,0.4u =< > and 2 0.7,0.4,0.1u =< > , we can obtain that 

1( ) 2.2 / 3s u = , 2( ) 2.2 / 3s u = , 1( ) 1.2 / 3a u = , 2( ) 1.8 / 3a u = , 1( ) 2.4 / 3c u =  and 2( ) 2.1/ 3c u =  based on 
Definition 3. Considering Definition 4, we can infer that 2u  is superior to 1u , as denoted by 2 1u u . 

Definition 5. [31] Let 1 1 1 1 2 2 2 2, , , , ,u T I F u T I F=< > =< >  be two neutrosophic numbers, then the normalized 

Hamming distance between 1u  and 2u  is defined as follows:  

𝐷△(𝑢ଵ, 𝑢ଶ) = (|𝑇ଵ − 𝑇ଶ | + |𝐼ଵ − 𝐼ଶ | + |𝐹ଵ − 𝐹ଶ |)3  .            (4) 

Definition 6. [4] (p. 1) Let U  be the set of initial universe, E  be the parameter set, and ( )P U  be the power 
set of U . Then a pair ( , )F E  is called a soft set over U  where F  is a mapping given by : ( )F E P U→ .  

Remark 1. [32] On account of the single valued neutrosophic set is an instance of the neutrosophic set, it is 
natural to infer that a single valued neutrosophic soft set is an instance of the neutrosophic soft set. However, 
Maji only considers neutrosophic soft sets, which take value from the standard subset of [0,1]  rather than 
] 0,1 [− + , so the definition of the single valued neutrosophic soft set is exactly the same as the concept of the 
neutrosophic soft set defined by Maji. 

Definition 7. [17] (p. 1) Let U  be the initial universal set, E  be a set of parameters, and ( )P U  be the set 
of all neutrosophic subsets of U . The collection ( , )F E  is regarded as a neutrosophic soft set over U , where 
F  refers to the mapping : ( )F E P U→ .  

Example 2. Assume 1 2 3{ , , }U u u u=  is a set of three cars under consideration, and 

1 2 3{ cheap, equipment, fuel consumption}E e e e= = = =  be the set of parameters for describing the three. In this 
case, we can define a function : ( )F E P U→  as a neutrosophic soft set ( , )F E , and it is represented as follows: 

1 1 2 3

2 1 2 3

3 1 2 3

( ) { ,0.8,0.4,0.3 , ,0.5,0.7,0.3 , ,0.2,0.5,0.8 }
( , ) ( ) { ,0.5,0.7,0,4 , ,0.7,0.3,0.2 , ,0.5,0.8,0.5 }

( ) { ,0.4,0.6,0.3 , ,0.9,0.3,0.1 , ,0.4,0.7,0.5 }

F e u u u
F E F e u u u

F e u u u

= < > < > < > 
 = = < > < > < > 
 = < > < > < > 

.  

2.2. Prospect Theory 

The prospect theory [27] (p. 2), proposed by Tversky and Kahneman, is a mainstream theory of 
behavioral science, and it studies human judgments or decision making behaviors under uncertain 
environments. The prospect theory mainly considers the value function and decision weight 
function. It implies three characteristics: Reference dependence, diminishing sensitivity and lose 
aversion. Reference dependence refers to the change of people's perception depending on the change 
of the relative value. Diminishing sensitivity means that utility decreases as income increases. 
Additionally, loss aversion signifies that people value losses more than gains.  

The prospect theory states that decision makers choose the optimal alternative based on the 
prospect value, which is determined by the value function and decision weight function. The 
prospect value can be obtained as follows: 
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( ) ( )tV v x r pω= − . (5) 

( )v x r− is the value function as defined follows: 

( ) ,
( )

( ) ,
x r x r

v x r
x r x r

α

βλ
 − ≥

− = − − <
, (6) 

where x  is the evaluation value of an object, r  is the reference point, then ( - )x r  represents losses 
or gains. x r≥  means gains, and the value function is concave; x r<  means losses, and the value 
function is convex. So α , β  stand for the concave degree and convexity degree of the value function, 
respectively. λ  is the risk aversion coefficient, and 1λ >  indicates that decision makers value risk 
more. By experimental verification, Tversky and Kahneman took the value of parameters as follows: 

0.88,  2.25α β λ= = = . 
( )tpω  is the decision weight function as defined follows: 

1( )
(( ) ((1 ) ))

t
t

t t

pp
p p

γ

γ γ γ

ω =
+ −

, (7) 

where tp  is the objective possibility, and Tversky and Kahneman took the value of parameter γ  as 
0.61. 

3. The Measures of Determinacy Degree and Conflict Degree and Neutrosophic Soft Set 
Aggregation Rules 

In this section, we initiate the determinacy degree measure and conflict degree measure of 
neutrosophic numbers, and then develop two kinds of aggregation rules of a neutrosophic soft set.  

3.1. The Measures of Determinacy Degree and Conflict Degree 

This paper employs the Hamming distance of information theory, which is a well-known 
measure designed to provide insights into the similarity of information [33,34] and has been widely 
employed in distance measures [26,35], to measure the determinacy degree and conflict degree. 
Before this, we present the concept of a minimum conflict neutrosophic number and maximum 
conflict neutrosophic number. 

Definition 8. Let  = 1,0,0Minc < >  be the minimum conflict neutrosophic number, which means that the 
belongingness degree of an object is 1, and the non-belongingness degree and the neutrality degree of an object 
be zero, respectively. That is, the conflict degree of information is the smallest.  

Additionally, let = 0.5,1,0.5Maxc < >  be the maximum conflict neutrosophic number. That is, the 
neutrosophic number, whose neutrality degree is one, and the belongingness degree and non-belongingness 
degree is 0.5. In order words, the conflict degree of information is the greatest.  

Definition 9. Let , ,u T I F=< >  be a neutrosophic number, the determinacy degree of u  based on Equation 
(4) can be defined as follows: 

( 1 )
( )

3
T I F

d uΔ − + +
= , (8) 

which measures the normalized Hamming distance between u and the minimum conflict neutrosophic number.  
Similarly, the conflict degree of u is determined by the normalized Hamming distance between u  and 

the maximum conflict neutrosophic number, and defined as follows:  
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( 0.5 1 0.5 )
( )

3
T I F

c uΔ − + − + −
=  (9) 

Example 3. Considering Example 1, the determinacy degree and conflict degree of 1u can be computed as 
follows: 1( ) 0.8 / 3d uΔ = , 1( ) 1.2 / 3c uΔ = . 

3.2. Aggregation Rules of a Neutrosophic Soft Set 

In this subsection, we define two kinds of aggregation rules of a neutrosophic soft set, namely 
the weighted average aggregation rule and weighted geometric aggregation rule.  

Definition 10. Weighted average aggregation rule. Let U  be the initial universal set, E  be the set of 
parameters, ( , )F E be a neutrosophic soft set over U , as represented by 

( )( ) ( )( ), ( )( ), ( )( )j i T j i I j i F j iF e x F e x F e x F e x=< > ( 1,2,..., ; 1,2,..., )i m j n= = . Then, the weighted average 

aggregation rule of ( , )F E  can be denoted by 1 2( , ) { ( ), ( ),..., ( )}mF E F x F x F xΓ Γ Γ Γ= , and defined as 

1 1 1 1
( ) ( )( ) 1 (1 ( )( )) , ( ( )( )) , ( ( )( ))

j j jn n n n

i j i j T j i I j i F j i
j j j j

F x F e x F e x F e x F e x
ω ω ω

ωΓ

= = = =

= =< − − >∏ ∏ ∏ ∏  (10) 

where the vector 1 2{ , ,..., }nω ω ω ω= stands for the weights of parameters, and 
1

1
n

j
j

ω
=

= . 

Based on Definition 10, the weighted geometric aggregation rule of a neutrosophic soft set is constructed. 

Definition 11. Weighted geometric aggregation rule. Considering the neutrosophic soft set ( , )F E in 
Definition 10, we define the weighted geometric aggregation rule as 1 2( , ) { ( ), ( ),..., ( )}mF E F x F x F xΘ Θ Θ Θ= , 
and 

1 1 1 1
( ) ( ( )( )) ( ( )( )) ,1 (1 ( ( )( ))) ,1 (1 ( ( )( )))

j j j
j

n n n n

i j i T j i I j i F j i
j j j j

F x F e x F e x F e x F e x
ω ω ω

ωΘ

= = = =

= =< − − − − >∏ ∏ ∏ ∏ (11) 

where the vector 1 2{ , ,..., }nω ω ω ω= stands for the weights of parameters, and 
1

1
n

j
j

ω
=

= . 

Example 4. Consider Example 2. Assume that the weight vector of parameters is {0.4,0.2,0.3}=ω , then we 
can obtain the results of the weighted average aggregation and weighted geometric aggregation as follows, 
respectively. 

1 2 3( , ) {< ,0.6077,0.5537,0.3584>,< ,0.7015,0.4749,0.2244>,< ,0.3169,0.6512,0.6467>}F E u u uΓ = .

1 2 3( , ) {< ,0.6049,0.9905,0.9987>,< ,0.6837,0.9973,0.9998>,< ,0.3474,0.9798,0.9885>}F E u u uΘ =  
 

4. Algorithm for Neutrosophic Soft Sets in Stochastic Multi-criteria Group Decision Making 
Based on Prospect Theory  

4.1. Problem Description 

In this section, we give a concise description of a stochastic multi-criteria group decision making 
problem under neutrosophic soft sets. Let 1 2{ , ,..., }mU x x x=  be a set of m  alternatives, 

1 2{ , ,..., }nE e e e= be a set of n  parameters and 1 2{ , ,... }pDM Z Z Z= be a set of p  decision makers. 

Assume that ( ) ( ) ( ) ( ), , ( 1,2,..., )t t t t
T I F t pω ω ω ω=< > = is the neutrosophic weight of decision maker tZ ,

( ) ( ) ( ) ( ), ,t t t t
j Tj Ij Fjδ δ δ δ=< > is the neutrosophic subjective weight assigned for parameter je by decision 
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maker tZ , and the evaluation value of alternative ix  related to parameter je  by decision maker tZ  

is expressed as ( ) ( ) ( ) ( )( )( ) ( )( ), ( )( ), ( )( )t t t t
j i T j i I j i F j iF e x F e x F e x F e x=< > . Given p  neutrosophic soft sets 

( )( , )tF E ( 1,2,..., )t p= of alternatives evaluated by decision makers, and the tabular representation of 
( )( , )tF E ( 1,2,..., )t p=  is shown in Table 1.  

4.2. Determining the Determinacy Degree of Decision Makers 

In stochastic multi-criteria group decision making problems, the weights of decision makers are 
stochastic and indeterminate. Therefore, how to obtain the weights as determinate values has become 
an important research topic. In this paper, we express the weights of decision makers as a 
neutrosophic number, and then compute the determinacy degree of decision makers to replace 
traditional weights. 

Considering Definition 9, let , , ( 1,2,..., )T I F
t t t t t pω ω ω ω=< > =  be the neutrosophic weight of 

decision maker tZ , then the determinacy degree of tZ  can be computed as follows by Equation (8): 

1

11 (| 1|+ + )
3( ) =  ( 1,2,..., )

11 (| 1|+ + )
3

T I F
t t t

p
T I F
t t t

t

d t t p
ω ω ω

ω ω ω

Δ

=

− −
=

− −
, 

(12) 

4.3. Calculating the Comprehensive Weights of Parameters 

Table 1. Tabular representation of neutrosophic soft sets ( )( , )tF E  of alternatives. 

(1)(F ,E)  
 1e   2e   … ne  

1x  (1)
1 1( )( )F e x  (1)

2 1( )( )F e x  … (1)
1( )( )nF e x  

2x  (1)
1 2( )( )F e x  (1)

2 2( )( )F e x  … (1)
2( )( )nF e x  

          
mx  (1)

1( )( )mF e x  (1)
2( )( )mF e x  … (1) ( )( )n mF e x  

(2)(F ,E)  
 1e   2e   … ne  

1x  (2)
1 1( )( )F e x  (2)

2 1( )( )F e x  … (2)
1( )( )nF e x  

2x  (2)
1 2( )( )F e x  (2)

2 2( )( )F e x  … (2)
2( )( )nF e x  

          
mx  (2)

1( )( )mF e x  (2)
2( )( )mF e x  … (2) ( )( )n mF e x  

          
(p)(F ,E)  

 1e   2e   … ne  

1x  ( )
1 1( )( )pF e x  ( )

2 1( )( )pF e x  … ( )
1( )( )p

nF e x  

2x  ( )
1 2( )( )pF e x  ( )

2 2( )( )pF e x  … ( )
2( )( )p

nF e x  
          
mx  ( )

1( )( )p
mF e x  ( )

2( )( )p
mF e x  … ( ) ( )( )p

n mF e x  

In this paper, the parameter weights are determined by combining subjective weights with 
objective weights. Among them, subjective weights are obtained by aggregating neutrosophic 
subjective weights provided by decision makers, which is more accurate than the way directly given 
by determinate values [25] (p. 2). The objective weights are calculated by the information entropy 
method [35]. Then, the principle of minimum information entropy [36] is employed to obtain 
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comprehensive weights of parameters by integrating subjective weights and objective weights. The 
system framework is presented in Figure 1. 

Neutrosophic soft sets of alternatives

Neutrosophic weights

Neutrosophic subjective 
weights of parameters

Neutrosophic weights of 
decision makers

Objective weights

Subjective weights in the form 
of neutrosophic numbers

Aggregation rules of neutrosophic soft sets

Score function

Comprehensive weights of parameters

Subjective weights

Determinacy degree of decision 
makers

 
Figure 1. The system framework of the computing comprehensive weights of parameters. 

4.3.1. Computing the Subjective Weights 

Under the stochastic environment, the judgements of decision makers are full of hesitancies. 
Considering this situation, instead of giving determinate values, this paper firstly aggregates 
neutrosophic subjective weights of parameters to obtain subjective weights in the form of 
neutrosophic numbers. Based on this, subjective weights are computed by the score function as 
Equation (1). 

Assume parameter set 1 2{ , ,..., }jE e e e=  is the initial universal set, the set of decision makers 

1 2{ , ,..., }tZ z z z=  is the parameter set, and ( )P Z  is the set of all neutrosophic subsets of E . The 
neutrosophic soft set ( , )F Z  over E  can be integrated by the weighted geometric aggregation rule 
as 1 2( , ) { ( ), ( ),..., ( )}mF Z F e F e F eΘ Θ Θ Θ= , and 

( ) ( ) ( ) ( )

1 1 1 1
( ) ,1 (1 ) ,1 (1 )

t t t tp p p p
t t t t

j j Tj Ij Fj
t t t t

F e
ψ ψ ψ ψ

δ δ δ δΘ

= = = =

= =< − − − − >∏ ∏ ∏ ∏ , (13) 

where ( ) ( ) ( ) ( ), , ( 1,2,..., )j

t t t t
jT Ij Fj j nδ δ δ δ=< > =  is the neutrosophic subjective weight assigned for 

parameter je  by tZ , and tψ  is the determinacy degree of tZ . 

Then, the subjective weights can be computed by the score function as shown below: 

 

( ) ( ) ( )

1 1 1
2 (1 (1 ) ) (1 (1 ) )

3

t t tp p p
t t t
Tj Ij Fj

t t t
jSW

ψ ψ ψ

δ δ δ
= = =

+ − − − − − −
=

∏ ∏ ∏
. 

(14) 

4.3.2. Obtaining the Objective Weights: Information Entropy Method 

Considering that the computation of objective weights is not the focus of this paper, we obtain 
objective weights by the information entropy method. The information entropy is used to measure 
the uncertainty of events. The greater the information entropy is, the greater the uncertainty degree. 
That is, the smaller the amount of information it carries, the smaller the weight is. Note that the 
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uncertainty of neutrosophic numbers consists of two factors, one is the truth-membership and false-
membership, and the other is the indeterminacy-membership. 

Based on the information entropy method, we can obtain that the information entropy of 
parameter je  given by decision maker tZ  is defined as: 𝐸௝௧ = 1 − ଵ௠ ∑ ቀ𝐹(௧)൫𝑒௝൯(𝑥௜) + 𝐹ி(௧)൫𝑒௝൯(𝑥௜)ቁ௠௜ୀଵ |𝐹ூ(௧)൫𝑒௝൯(𝑥௜) − 𝐹ூ(௧)௖൫𝑒௝൯(𝑥௜)|(j=1,2,..,n). (15) 

Then, the comprehensive information entropy of parameter je  is defined as follows: 

1
 ( 1,2,..., )

p
t

j t j
t

E E j nϕ
=

= =  (16) 

where tϕ  is the determinacy degree of decision maker tZ  computed by Equation (8). 
So, the objective weights are obtained as: 

1

1
  ( 1,2,..., )

1

j
j n

j
j

E
OW j n

E
=

−
= =

−
. 

(17) 

4.3.3. Calculating the Comprehensive Weights 

Based on the principle of the minimum information entropy, the comprehensive weight of 
parameter jϖ  can be calculated as follows: 

1

j j
j n

j j
j

OW SW

OW SW
ϖ

=

⋅
=

⋅
, 

(18) 

where jSW  and jOW  represent the subjective weight and objective weight of parameter je , 
respectively. 

4.4. Computing the Comprehensive Prospect Values 

The comprehensive prospect values of alternatives are determined by the prospect decision 
matrix and the comprehensive weights of parameters. Next, we expound how to generate the 
prospect decision matrix and obtain comprehensive values of alternatives, respectively. 

4.4.1. Constructing the Prospect Decision Matrix 

The core of constructing the prospect decision matrix is to compute the value function and 
decision weight function. In terms of the value function, we need to analyze the distance between the 
reference point and the actual value. This paper regards the maximum conflict neutrosophic number 
as the reference point, then the distance can be treated as the conflict degree of the actual value. 
Additionally, actual values refer to the alternative evaluation values with respect to the parameters. 
As for the decision weight function, the objective possibility is seen as the determinacy degree of the 
decision makers. The system framework of constructing the prospect decision matrix is shown in 
Figure 2. 
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Detetminacy degree of decision 
makers

Prospect theory

Decision weight

Modified conflict degree measure

 
Figure 2. The system framework of constructing the prospect decision matrix. 

We assume that the neutrosophic soft sets of alternatives and neutrosophic subjective weights 
of parameters are both provided by decision makers. So, the conflict degree of the alternative 
evaluation values with respect to the parameters should take the neutrosophic subjective weights of 
parameters into account. Based on the conflict degree measure given by Definition 9, we develop a 
modified conflict degree measure by introducing the neutrosophic subjective weights of parameters. 

Assume ( )( ) ( )( ), ( )( ), ( )( )j i T j i I j i F j iF e x F e x F e x F e x=< >  is a neutrosophic number, which 

represents the value of alternative ix  related to parameter je , and , ,j jT jI jFα α α α=< >  is the 
neutrosophic subjective weight of parameter je . Considering the sum of ,  and jT jI jFα α α  may not be 
one, this paper normalizes them to be more consistent with the reality. Therefore, the measure of the 
modified conflict degree of ( )( )j iF e x  is defined as follows: 

( )( ) 0.5 ( )( ) 1 ( )( ) 0.5
( ( )( ))

+ + + + + +
jT T j i jI I j i jF F j i

j i
jT jI jF jT jI jF jT jI jF

F e x F e x F e x
mc F e x

α α α
α α α α α α α α α

Δ
⋅ − ⋅ − ⋅ −

= + + . (19) 

Subsequently, calculate the prospect value of each alternative with respect to the parameters as 
follows: 

( )
0

1
( ) ( ( )( ) )

p
t

ij t j i
t

V w z v F e x x
=

= − , (10) 

Where 

( ) 0.88 ( )
0 0( )

0 ( ) 0.88 ( )
0 0

( ( ( )( ), )) , ( )( )
( ( )( ) )

2.25( ( ( )( ), )) , ( )( )

t t
j i j it

j i t t
j i j i

mc F e x x F e x x
v F e x x

mc F e x x F e x x

Δ

Δ

 ≥− = − <
, (11) 

0.61

1
0.61 0.61 0.61

( )( )
(( ) (1 ) )

t
t

t t

Z ψω
ψ ψ

=
+ −

. (12) 

Then, we can obtain the prospect decision matrix. 

4.4.2. Computing the Comprehensive Prospect Values 
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Based on comprehensive weights of parameters and the prospect decision matrix, we can 
compute the comprehensive prospect values for alternatives as follows: 

1

n

i j ij
j

V Vϖ
=

= . (13) 

The system framework of computing the comprehensive prospect values is shown in Figure 3. 

Prospect decision matrix Comprehensive weights of 
parameters

Comprehensive prospect values of alternatives  
Figure 3. The system framework of computing the comprehensive prospect values of alternatives. 

4.5. Algorithm for Neutrosophic Soft Sets in Stochastic Multi-criteria Group Decision Making Based on 
Prospect Theory 

In this section, a novel algorithm for neutrosophic soft sets in stochastic multi-criteria group 
decision making based on the prospect theory is proposed. The detailed operation steps of algorithm 
1 are presented below. 

Algorithm 1: Neutrosophic soft sets in stochastic multi-criteria group decision making based on the 
prospect theory 

Step 1: Input a neutrosophic set, which represents neutrosophic weights of decision makers and 
two neutrosophic soft sets, including alternatives description as shown in Table 1 and neutrosophic 
subjective weights of parameters evaluated by decision makers. 
Step 2: Normalize the neutrosophic soft sets of alternatives as follows: 

( ) ( ) ( )
( )

( ) ( ) ( )

( ( )( ), ( )( ), ( )( )),  is a benefit parameter
( , )

( ( )( ),1 ( )( ), ( )( )),  is a cost parameter

t t t
T j i I j i F j i jt
t t t
F j i I j i T j i j

F e x F e x F e x e
F E

F e x F e x F e x e
=  −



     (24) 

Step 3: Compute the determinacy degree vector t 1 2( , ,..., )pψ ψ ψ ψ=  of decision makers by 

Equation (8); 
Step 4: Construct the prospect decision matrix based on Equation (20). 
Step 5: Obtain the comprehensive weight vector 1 2( , ,..., )j nϖ ϖ ϖ ϖ=  by Equation (18); 

Step 6: Calculate the comprehensive prospect value iV  for each alternative through Equation (23). 
Step 7: Make a decision by ranking alternatives based on comprehensive prospect values. 

5. An Application of the Proposed Algorithm 

In order to verify the feasibility of the proposed algorithm, we discuss the investment decision 
of a finance institution. Meanwhile, the existing five methods [17,25,37] (pp. 1-2) are employed for a 
comparative analysis to prove the feasibility and superiority of the proposed algorithm. 

5.1. Example Analysis 

Credit scoring can help financial institutions reduce financial risks and non-performing loans. 
Generally, financial institutions assess the credit score of borrowers based on basic information, such 
as age, profession, education, income, capital gains, residence and borrowing frequency. Recently, a 
financial institution wants to invest an amount of money in borrowers. The institution initially selects 
five borrowers as candidates. In addition, the institution makes a decision by analyzing the following 
four parameters: Highly educated, higher borrowing frequency, higher income and higher capital 



Symmetry 2019, 11, 1085 12 of 16 

gains. Subsequently, the institution assembles a team composed of three decision makers to make the 
investment decision. Suppose that 1 2 3 4 5{ , , , , }U u u u u u=  is the set of candidates, 1 2 3 4{ , , , }E e e e e=  is 
the parameter set, and 1 2 3{ , , }DM Z Z Z=  is the set of decision makers. Let the neutrosophic soft sets 

( )( , ) ( 1,2,3)tF E t =  be the alternative evaluation values with respect to the parameters given by 
decision makers as follows. 

(1) 1 2 3 4 5
1

(1) 1 2 3 4
2

(1)

0.60 0.35 0.80 0.70 0.50 0.60 0.80 0.40 0.70 0.65 0.50 0.50 0.75 0.30 0.60

0.50 0.80

( ) { , , ,

0.20 0.60 0.30 0.70 0.70 0.35

, }
, , , , , , , , , ,

( ) { , , , ,
, , , , , , ,,0.80 0.80 0.30 0.

)
0

(
7

, =

u u u u uF e

u u u uF e
F E

= < > < > < > < > < >

= < > < > < > < > 5

(1) 1 2 3 4 5
1 3

(1) 1 2 3 4
4

0.80 0.20 0.55

0.60 0.50 0.80 0.70 0.50 0.20 0.80 0.60 0.30 0.70 0.40 0.70 0.85 0.30 0.60

0.50 0.80 0.60

}
, ,

( ) { , , , ,
, , , , , , , , , ,

( ) { , , ,
, 0.40 0.70 0.30 0.60 0, , , , ,.40 0.70 0.60,

u

u u u u uF e

u u u uF e

< >

= < > < > < > < > < >

= < > < > < > < 5

0.35 0.80 0.70 0.30 0.40
,

, , ,
u










 > < >


 

(2) 1 2 3 4 5
1

(2) 1 2 3 4
2

(2)

0.60 0.35 0.80 0.70 0.50 0.60 0.80 0.40 0.70 0.65 0.50 0.50 0.75 0.30 0.60

0.50 0.80

( ) { , , ,

0.20 0.60 0.30 0.70 0.70 0.35

, }
, , , , , , , , , ,

( ) { , , , ,
, , , , , , ,,0.80 0.80 0.30 0.

)
0

(
7

, =

u u u u uF e

u u u uF e
F E

= < > < > < > < > < >

= < > < > < > < > 5

(2) 1 2 3 4 5
3

(2) 1 2 3 4
4

0.80 0.20 0.55

0.60 0.50 0.80 0.70 0.50 0.20 0.80 0.60 0.30 0.70 0.40 0.70 0.85 0.30 0.60

0.

}
, ,

( ) { , , , , }
, , , , , , , , , ,

( ) { , , ,
, , ,50 0.80 0.60 0.40 0.70 0.30 0.60 0.40 0.70, , , ,0.60 0

u

u u u u uF e

u u u uF e

< >

= < > < > < > < > < >

= < > < > < > < 5

.35 0.80 0.70 0.30 0.40
, }

, , ,
u










 > < >


 

(3) 1 2 3 4 5
1

(3) 1 2 3 4
2

(3)

0.60 0.35 0.80 0.70 0.50 0.60 0.80 0.40 0.70 0.65 0.50 0.50 0.75 0.30 0.60

0.50 0.80

( ) { , , ,

0.20 0.60 0.30 0.70 0.70 0.35

, }
, , , , , , , , , ,

( ) { , , , ,
, , , , , , ,,0.80 0.80 0.30 0.

)
0

(
7

, =

u u u u uF e

u u u uF e
F E

= < > < > < > < > < >

= < > < > < > < > 5

(3) 1 2 3 4 5
3

(3) 1 2 3 4
4

0.80 0.20 0.55

0.60 0.50 0.80 0.70 0.50 0.20 0.80 0.60 0.30 0.70 0.40 0.70 0.85 0.30 0.60

0.

, ,

( ) { , , , ,
, , , , , , , , , ,

( ) { , , ,
, , ,50 0.80 0.60 0.40 0.70 0.30 0.60 0.40 0.70, , , ,0.60 0

u

u u u u uF e

u u u uF e

< >

= < > < > < > < > < >

= < > < > < > < 5

.35 0.80 0.70 0.30 0.40
,

, , ,
u










 > < >


 

The neutrisophic set D  represents the neutrosophic weights of decision makers, and the 
neutrisophic soft set ( , )F Z  stands for neutrosophic subjective weights of parameters. They are 
valued as follows: 

1 2 3{ ,0.3,0.5,0.7 , ,0.1,0.4,0.6 , ,0.6,0.5,0.2 }D Z Z Z= < > < > < >  

1 2 3 4
1

1 2 3 4
2

1
3

0.40 0.60 0.50 0.35 0.70 0.60 0.40 0.60 0.55 0.40 0.60 0.75

0.70 0.45 0.30 0.50 0.80 0.60 0.70 0.55

( ) { , , , }
, , , , , , , ,

( , )= ( ) { , , , }
, , , , , ,0.40 0.70 0.40 0.65

0.65 0.70 0.40

, ,

( ) { ,
, ,

e e e eF Z

e e e eF Z F Z

e eF Z

= < > < > < > < >

= < > < > < > < >

= < > < 2 3 4

0.60 0.35 0.75 0.40 0.65 0.70 0.35 0.60 0.50
, , }

, , , , , ,
e e

 
 
 
 
 
 
 

> < > < > 
 

  

Step 1: Input the neutrosophic soft sets ( )( , ) ( 1,2,3)tF E t = , ( , )F Z  and the neutrosophic set D . 
Step2: There is no need to normalize the neutrosophic soft sets ( )( , ) ( 1,2,3)tF E t =  of 

alternatives, because the parameters adopted in this study are benefit parameters. 
Step 3: Compute the determinacy degree vector of decision makers based on Equation (8) as 

follows: 
{0.3478,0.4130,0.2391}t =ψ . 

Step 4: Construct the prospect decision matrix based on Equation (20). 
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ij

0.3878 0.2846 0.3574 0.2274
0.3035 0.3751 0.3571 0.2712
0.4536 0.3834 0.3226 0.3180
0.3345 0.3294 0.3120 0.3776
0.3482 0.4482 0.4055 0.34

=

81

V

 
 
 
 
 
 
 
 

.  

Step 5: Determine the comprehensive weight vector 1 2( , ,..., )j nϖ ϖ ϖ ϖ=  for the parameters as 
Equation (18), and the neutrosophic subjective weights are aggregated by the weighted geometric 
aggregation rule as Equation (11). 

(0.2991,0.2260,0.2898,0.1851)jϖ = . 

Step 6: Obtain the comprehensive prospect value iV  by Equation (23). 

1 2 3 4 50.3269, 0.3292, 0.3746, 0.3348, 0.3874V V V V V= = = = = . 
Step 7: Make a decision by ranking the comprehensive prospect value of the five candidates. 

5 3 4 2 1x x x x x    . 
Therefore, we can see that the optimal candidate is 5x . 3x , 4x  are suboptimal, and 2x , 1x  are 

the worst. 
Furthermore, we also utilize the weighted average aggregation rule to compute the subjective 

weights of parameters. In addition, the computational procedure is shown as follows. 
Step 1–4: Be consistent with the above steps 1–4. 
Step 5: Determine the comprehensive weight vector 1 2( , ,..., )j nϖ ϖ ϖ ϖ=  for the parameters as 

Equation (18), and the neutrosophic subjective weights are aggregated by the weighted average 
aggregation rule. 

(0.2903,0.2127,0.2523,0.2447)jϖ = . 

Step 6: Obtain the comprehensive prospect value iV  by Equation (23). 

1 2 3 4 50.3254, 0.3295, 0.3744, 0.3348, 0.3876V V V V V= = = = = . 
Step 7: Make a decision by ranking the five candidates. 

5 3 4 2 1x x x x x    . 
So the best optimal is still 5x , the following are 3x , 4x , and the worst are 2x , 1x . 
Obviously, we can see that the ranking orders obtained by two aggregation rules of the 

neutrosophic soft set are the same. 

5.2. Comparative Analysis 

A comparative analysis with existing methods is performed to justify the feasibility and 
superiority of the proposed method. The existing methods include the method proposed by Maji [17] 
(p. 1), the three methods carried out by Peng and Liu [25] (p. 2) and the aggregated neutrosophic set 
method [37] (p. 11). 

In the decision making method outlined by Maji [17] (p. 1), the final ranking is obtained based 
on the comparison matrix through briefly comparing with three membership function values. The 
three neutrosophic soft decision making methods [25] (p. 2) include the non-linear weighted 
comprehensive method to determine parameter comprehensive weights by combining objective 
weights and subjective weights. Objective weights are computed by the grey system method, and 
subjective weights are directly given determinate values. Then, three neutrosophic soft decision 
making methods are constructed based on EDAS, similarity measure, and the level soft set to rank 
alternatives in practical problems. Among the three, EDAS and the similarity measure methods 
obtain the final ranking based on the accurate calculation of alternative evaluation values. In addition, 
the level soft set method makes a decision by roughly comparing the threshold value with alternative 
evaluation values. In terms of the aggregated neutrosophic set method [37] (p. 11), alternatives are 
aggregated using the arithmetic average and sorted by TOPSIS. 
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Note that there are two crucial issues. On one hand, the above methods all make decisions under 
a single decision maker. In order to successfully apply them to group decision making, this paper 
employs the weighted average algorithm to the score of alternatives to all decision makers, based on 
the decision maker determinacy degree of this study. On the other hand, the method in [17] (p. 1) and 
[37] (p. 11) does not take parameter weights into consideration. Although the EDAS, similarity 
measure and level soft set methods [25] (p. 2) comprehensively consider objective weights and 
subjective weights, the subjective weights are directly given determinate values, which cannot reflect 
the hesitancies of decision makers under uncertainties. Considering this, the comparative analysis 
applies the subjective weights obtained from this study to the three methods in [25] (p. 2). 

The final ranking of the stochastic multi-criteria group decision making problem mentioned in 
Section 5.1 are presented in Table 2, by utilizing the proposed method and the methods in [17,25,37] 
(pp. 1-2, 11). By comparison, the results of the proposed method are consistent with those of most 
comparison methods, which prove the effectiveness of the proposed method. 

Table 2. A comparative study with some existing methods. 

Method The final Ranking The optimal alternative 
The proposed method 

Weighted geometric neutrosophic rule 5 3 4 2 1x x x x x     5x  

Weighted average neutrosophic rule 5 3 4 2 1x x x x x     5x  
The determinacy degree of decision makers {0.3913,0.2826,0.3261}tψ =  

Maji [17] 5 4 3 2 1x x x x x     5x  

EDAS [25] 5 3 4 2 1x x x x x     5x  

Similarity [25] 5 3 4 2 1x x x x x     5x  

Level soft set [25] 5 4 3 2 1x x x x x     5x  

TOPSIS [37] 5 3 4 2 1x x x x x     5x  

From Table 2, we can find that the final rankings of the proposed algorithm are different from 
Maji’s method and the level soft set method. The difference can be attributed to two reasons. One is 
that both methods are approximate comparisons of the alternative evaluation values, and the original 
evaluation values are not used to the greatest extent. The other is that the threshold value difference 
of the level soft set method can directly lead to different final rankings. However, decision makers 
can hardly decide which threshold value to use. 

Through comparison, the final rankings of the other three methods are consistent with the 
proposed method. Among them, EDAS also adopts the aggregation method just as the proposed 
method. Different from EDAS, the proposed method considers the psychological expectation of 
decision makers in the borrower selection issue. Thus, in complex group decision making problems, 
the proposed method can produce more reasonable results than existing methods. 

From the above analysis, the main superiorities of the proposed method can be summarized into 
three aspects. Firstly, this study originally employs neutrosophic soft sets for handling stochastic 
multi-criteria group decision making problems, which cannot be solved in existing methods. 
Secondly, the proposed method expresses the weights of subjective weights of parameters by 
neutrosophic numbers, which can fully reflect the hesitancies of decision makers. Meanwhile, this 
study presents the weights of decision makers by neutrosophic numbers, which can better 
incorporate stochastic into the decision making process. Thirdly, the proposed method considers the 
psychological expectations of decision makers in the borrower selection process. Therefore, it is able 
to analyze the decision making behavior more objectively. 

6. Conclusions 

Under uncertain environments, a mass of inconsistent information appears. Neutrosophic soft 
sets are powerful tools to address these issues involving inconsistent information. Considering this, 



Symmetry 2019, 11, 1085 15 of 16 

we develop a generalized stochastic multi-criteria group decision making framework under 
neutrosophic soft sets, by innovatively integrating the prospect theory and neutrosophic soft sets into 
our framework. This paper describes the reference point, the psychological expectations of decision 
makers, in the form of neutrosophic sets. Then, in addition, this study demonstrates how to compute 
the alternative prospect values as the reference for decision making. 

We conduct experiments to test the feasibility and validity of our decision making framework. 
The main contributions of this paper are fourfold. Firstly, we construct a new algorithm for the 
stochastic multi-criteria group decision making based on neutrosophic soft sets, which can analyze 
inconsistent information in decision making effectively. Secondly, the weights of decision makers 
and parameter subjective weights are both expressed in the form of neutrosophic numbers. 
Compared with the way directly given determinate values in existing methods [25] (p. 2), the 
proposed method can embody the stochastic into decision making processes. Thirdly, the research 
successfully combines the prospect theory with neutrosophic softs sets to construct the stochastic 
multi-criteria group decision making algorithm. Compared with the existing literatures based on the 
expected utility theory [16,17,25,26] (pp. 1-2), this research considers the influence of psychological 
expectations on decision results. Finally, we explore the conflict degree measure of neutrosophic 
numbers and two aggregation rules of neutrosophic soft sets, and further define the measure of the 
modified conflict degree to accommodate the multi-criteria group decision making. 

The proposed method is not only suitable for credit scoring, but also for decision-making 
problems in other fields, especially for decisions with inconsistent information. As a suggestion for 
future researches, we shall integrate more advanced decision theories into neutrosophic soft sets and 
address stochastic multi-criteria group decision making issues. 

Author Contributions: Funding acquisition, Y.D.; Methodology, Y.D. and C.H.; Validation, Y.D. and C.H.; 
Writing — original draft, Y.D. and C.H.; Writing — review and editing, C.H., Y.P., and K.G. 

Funding: This research was funded by the National Natural Science Foundation of China (Grant Nos. 71701116 
and 71871034); Humanities and Social Science Fund of Ministry of Education of China (Grant No. 15YJC630016); 
Science and Technology Innovation Program in Higher Education Institutions of Shanxi Province (“Research on 
multi-level dynamic credit evaluation under conflict data”) and Education Innovation Program for Postgraduate 
of Shanxi Province (“Research on Multi-level Dynamic Credit Evaluation of Personal Consumption Credit under Internet 
Conflict Data”). 

Acknowledgements: The authors gratefully acknowledge the editor of the Journal and anonymous reviewers 
for the detailed and valuable comments. 

Conflicts of Interest: The authors declare no conflict of interest. 
References 

1. Zadeh, L.A. Fuzzy sets. Inf. Control 1965, 8, 338–353. 
2. Pawlak, Z. Rough sets. Int. J. Comput. Inf. Sci. 1982, 11, 341–356. 
3. Gorzałczany, M.B. A method of inference in approximate reasoning based on interval-valued fuzzy sets. 

Fuzzy Sets Syst. 1987, 21, 1–17. 
4. Molodtsov, D. Soft set theory-first results. Comput. Math. Appl. 1999, 37, 19–31. 
5. Aktaş, H.; Çağman, N. Soft sets and soft groups. Inf. Sci. 2007, 177, 2726–2735. 
6. Acar, U.; Koyuncu, F.; Tanay, B. Soft sets and soft rings. Comput. Math. Appl. 2010, 59, 3458–3463. 
7. Min, W.K. A note on soft topological spaces. Comput. Math. Appl. 2011, 62, 3524–3528. 
8. Çağman, N.; Karataş, S.; Enginoglu, S. Soft topology. Comput. Math. Appl. 2011, 62, 351–358. 
9. Danjuma, S.; Ismail, M.A.; Herawan, T. An alternative approach to normal parameter reduction algorithm 

for soft set theory. IEEE Access 2017, 5, 4732–4746. 
10. Yuksel, S.; Dizman, T.; Yildizdan, G.; Sert, U. Application of soft sets to diagnose the prostate cancer risk. J. 

Inequalities Appl. 2013, 2013, 229. 
11. Kamacı, H.; Atagün, A.O.; Sönmezoğlu, A. Row-products of soft matrices with applications in multiple-

disjoint decision making. Appl. Soft Comput. 2018, 62, 892–914. 
12. Fatimah, F.; Rosadi, D.; Hakim, R.B.F.; Alcantud, J.C.R. N-soft sets and their decision making algorithms. 

Soft Comput. 2018, 22, 3829–3842. 



Symmetry 2019, 11, 1085 16 of 16 

13. Feng, F.; Li, C.; Davvaz, B.; Ali, M.I. Soft sets combined with fuzzy sets and rough sets: A tentative approach. 
Soft Comput. 2010, 14, 899–911. 

14. Maji, P.K.; Biswas, R.; Roy, A.R. Fuzzy Soft Sets. J. Fuzzy Math. 2001, 9, 589–602. 
15. Jiang, Y.; Tang, Y.; Chen, Q. An adjustable approach to intuitionistic fuzzy soft sets based decision making. 

Appl. Math. Model. 2011, 35, 824–836. 
16. Smarandache, F. A Unifying Field in Logics. Neutrosophy: Neutrosophic Probability, Set and Logic; American 

Research Press: Rehoboth, DE, USA, 1999. 
17. Maji, P.K. Neutrosophic soft set. Comput. Math. Appl. 2013, 45, 555–562. 
18. Sahin, R.; Küçük, A. Generalised Neutrosophic Soft Set and its Integration to Decision Making Problem. 

Appl. Math. Inf. Sci. 2014, 8, 2751. 
19. Deli, I.; Broumi, S. Neutrosophic soft matrices and NSM-decision making. J. Intell. Fuzzy Syst. 2015, 28, 

2233–2241. 
20. Deli, I. Interval-valued neutrosophic soft sets and its decision making. Int. J. Mach. Learn. Cybern. 2017, 8, 

665–676. 
21. Karaaslan, F. Possibility neutrosophic soft sets and PNS-decision making method. Appl. Soft Comput. 2017, 

54, 403–414. 
22. Karaaslan, F. Correlation coefficients of single-valued neutrosophic refined soft sets and their applications 

in clustering analysis. Neural Comput. Appl. 2017, 28, 2781–2793. 
23. Uluçay, V.; Şahin, M.; Hassan, N. Generalized neutrosophic soft expert set for multiple-criteria decision-

making. Symmetry 2018, 10, 437. 
24. Al-Quran, A.; Hassan, N.; Marei, E. A Novel Approach to Neutrosophic Soft Rough Set under Uncertainty. 

Symmetry 2019, 11, 384. 
25. Peng, X.; Liu, C. Algorithms for neutrosophic soft decision making based on EDAS, new similarity measure 

and level soft set. J. Intell. Fuzzy Syst. 2017, 32, 955–968. 
26. Abu Qamar, M.; Hassan, N. Entropy, measures of distance and similarity of Q-neutrosophic soft sets and 

some applications. Entropy 2018, 20, 672. 
27. Kahneman, D.; Tversky, A. Prospect theory: An analysis of decisions under risk. Econometrica 1979, 47, 263–291. 
28. Peng, X.; Yang, Y. Algorithms for interval-valued fuzzy soft sets in stochastic multi-criteria decision making 

based on regret theory and prospect theory with combined weight. Appl. Soft Comput. 2017, 54, 415–430. 
29. Haibin, W.; Smarandache, F.; Zhang, Y.; Sunderraman, R. Single Valued Neutrosophic Sets. Multispace and 

Multistructure 2010, 4, 410-413. 
30. Liu, C.; Luo, Y.S. Correlated aggregation operators for simplified neutrosophic set and their application in 

multi-attribute group decision making. J. Intell. Fuzzy Syst. 2016, 30, 1755–1761. 
31. Ye, J.; Du, S. Some distances, similarity and entropy measures for interval-valued neutrosophic sets and 

their relationship. Int. J. Mach. Learn. Cybern. 2019, 10, 347–355. 
32. Sahin, R.; Küçük, A. On similarity and entropy of neutrosophic soft sets. J. Intell. Fuzzy Syst. 2014, 27, 2417–2430. 
33. Alfaro-García, V.G.; Merigó, J.M.; Gil-Lafuente, A.M.; Kacprzyk, J. Logarithmic aggregation operators and 

distance measures. Int. J. Intell. Syst. 2018, 33, 1488–1506. 
34. Choi, S.H.; Jung, S.H. Similarity Analysis of Actual Fake Fingerprints and Generated Fake Fingerprints by 

DCGAN. Int. J. Fuzzy Log. Intell. Syst. 2019, 19, 40–47. 
35. Biswas, P.; Pramanik, S.; Giri, B.C. Entropy based grey relational analysis method for multi-attribute 

decision making under single valued neutrosophic assessments. Neutrosophic Sets Syst. 2014, 2, 102–110. 
36. Wu, K.; Jin, J. Attribute recognition method of regional ecological security evaluation based on combined 

weight on principle of relative entropy. Sci. Geogr. Sin. 2008, 28, 754–758. 
37. Jiang, W.; Zhang, Z.; Deng, X. Multi-Attribute Decision Making Method Based on Aggregated 

Neutrosophic Set. Symmetry 2019, 11, 267. 

 

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access 
article distributed under the terms and conditions of the Creative Commons Attribution 
(CC BY) license (http://creativecommons.org/licenses/by/4.0/). 

 


