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Abstract 

In this chapter, we have suggested an improved estimator for estimating the 

population mean in stratified sampling in presence of auxiliary information. The mean 

square error (MSE) of the proposed estimator have been derived under large sample 

approximation. Besides, considering the minimum case of the MSE equation, the 

efficient conditions between the proposed and existing estimators are obtained. These 

theoretical findings are supported by a numerical example. 

Keywords : Auxiliary variable, mean square errors; exponential ratio type Estimates; 

stratified random sampling. 

1. Introduction

In planning surveys, stratified sampling has often proved useful in improving the 

precision of other unstratified sampling strategies to estimate the finite population mean  Yഥ = ൫∑ ∑ y୦୧୒౞୧ୀଵ୐୦ୀଵ ൯/N
Consider a finite population of size N. Let y and x respectively, be the study and 

auxiliary variates on each unit U୨	(j=1,2,3…N) of the population U. Let the population be 

divided in to L strata with the		h୲୦stratum containing N୦	 units, h=1,2,3…,L so that 
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∑ N୦୐୦ୀଵ = N. Suppose that a simple random sample of size n୦ is drawn without 

replacement (SRSWOR) from the 		h୲୦ stratum such that ∑ n୦୐୦ୀଵ = n. 

When the population mean Xഥ of the auxiliary variable x is known, Hansen et. al. 

(1946) suggested a “combined ratio estimator “ yതୈ = yതୱ୲( ଡ଼ഥ୶ത౩౪) (1.1) 

where,  yതୱ୲ = ∑ w୦yത୦୐୦ୀଵ ,    xതୱ୲ = ∑ w୦xത୦୐୦ୀଵ  yത୦ = ଵ୬౞ ∑ y୦୧୬౞୧ୀଵ   and xത୦ = ଵ୬౞ ∑ x୦୧୬౞୧ୀଵ  

w୦ = ୒౞୒   and  Xഥ = ∑ w୦Xഥ୦୐୦ୀଵ . 

The “combined product estimator “ for Yഥ is defined by  yതେ୔ = yതୱ୲(୶ത౩౪ଡ଼ഥ ) (1.2) 

To the first degree of approximation, the mean square error (MSE) of yതୈ and yതେ୔ are 

respectively given by – MSE(yതୈ) ≅ ∑ w୦ଶθ୦ൣS୷୦ଶ + RଶS୶୦ଶ − 2RS୷୶୦൧୐୧ୀଵ  (1.3) MSE(yതେ୔) ≅ ∑ w୦ଶθ୦ൣS୷୦ଶ + RଶS୶୦ଶ + 2RS୷୶୦൧୐୧ୀଵ  (1.4) 

where θ୦ = ቀ ଵ୬౞ − ଵ୒౞ቁ , R = ଢ଼ഥଡ଼ഥ is the population ratio, S୷୦ଶ  is the population variance of 

variate of interest in stratum h, S୶୦ଶ  is the population variance of auxiliary variate in 

stratum h and	S୷୶୦ is the population covariance between auxiliary variate and variate of 

interest in stratum h. 

Following Bahl and Tuteja (1991), Singh et. al. (2009) proposed following 

estimator in stratified random sampling - yതୣ୰ = yതୱ୲exp ቂଡ଼ഥି୶ത౩౪ଡ଼ഥା୶ത౩౪ቃ (1.5) 
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The MSE of yതୣ୰, to the first degree of approximation is given by  MSE(yതୣ୰) ≅ ∑ w୦ଶθ୦ ቂS୷୦ଶ + ୖమସ S୶୦ଶ − RS୷୶୦ቃ୐୧ୀଵ       (1.6) 

Using the estimator  yതୈ and yതେ୔, Singh and Vishwakarma (2005) suggested the 

combined ratio-product estimator for estimating Yഥ as  yതୖ୔େ = yതୱ୲ ቂα ଡ଼ഥ୶ത౩౪ + (1 − α) ୶ത౩౪ଡ଼ഥ ቃ        (1.7) 

For minimum value of α = ଵଶ (1 + C∗) = α଴ (say), the minimum MSE of the estimator  yതୖ୔େ is given by  MSE	(yതୖ୔େ) = ∑ w୦ଶθ୦(1 − ρ∗ଶ)୐୧ୀଵ S୷୦ଶ        (1.8) 

where C∗ = ୡ୭୴(୷ഥ౩౪,୶ത౩౪)ୖ୚(୶ത౩౪)  , 	ρ∗ = ୡ୭୴(୷ഥ౩౪,୶ത౩౪)ୖ√୚(୷ഥ౩౪)୚(୶ത౩౪),   R = ଢ଼ഥଡ଼ഥ . 

2.  Proposed estimator  

 Following Singh and Vishwakarma (2005), we propose a new family of 

estimators - 

t = λ ൤	yതୱ୲exp ቂଡ଼ഥି୶ത౩౪ଡ଼ഥା୶ത౩౪ቃα ቀ ଡ଼ഥ୶ത౩౪തതതതቁβ൨ + (1 − λ) ൤yതୱ୲exp ቂ୶ത౩౪ିଡ଼ഥ୶ത౩౪ା୶തቃα ቀ୶ത౩౪ଡ଼ഥ ቁβ	൨    (2.1) 

where ߣ is real constant to be determined such that the MSE of t is a minimum and 	α,	β 

are real constants such that  =1-	α. 
Remark 2.1: For ߣ = 1 and α = 1 the estimator t tends to Singh et. al. (2009) estimator. 

For ߣ = 1 and α = 0 the estimator t takes the form of Hansen et. al. (1946) estimator yതୈ. 

For ߣ = 0 and α = 1 the estimator t tends to Singh et. al. (2009) estimator. For ߣ = 1 and 

α = 0 the estimator t takes the form of the estimator yതେ୔. 
To obtain the MSE of t to the first degree of approximation, we write  yതୱ୲ = ∑ w୦yത୦୐୦ୀଵ = Yഥ(1 + e଴) and  
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xതୱ୲ = ∑ w୦xത୦୐୦ୀଵ = Xഥ(1 + eଵ)   
Such that, E(e଴) = E(e଴) = 0. 

Under SRSWOR, we have  E(e଴ଶ) = ଵଢ଼ഥమ ∑ w୦ଶθ୦S୷୦ଶ୐୧ୀଵ   

E(eଵଶ) = ଵଡ଼ഥమ ∑ w୦ଶθ୦S୶୦ଶ୐୧ୀଵ   

E(e଴eଵ) = ଵଢ଼ഥଡ଼ഥ ∑ w୦ଶθ୦S୷୶୦୐୧ୀଵ   

Expressing equation (2.1) in terms of e’s we have        

t = Yഥ(1 + e଴) ൤λ ൜exp ൬ିୣభଶ ቀ1 + ୣభଶ ቁିଵ൰ൠα ሼ(1 + eଵ)ିଵሽଵିα+ 

                    (1 − λ) ൜exp ൬ୣభଶ ቀ1 + ୣభଶ ቁିଵ൰ൠଵିα (1 + eଵ)(ଵିα)቉   (2.2)  

We now assume that | eଵ|‹1 so that we may expand (1 + eଵ)ିଵ  as a series in powers of eଵ. Expanding the right hand side of (2.2) to the first order of approximation, we obtain  (t − Yഥ) ≅ Yഥ ቂe଴ + eଵ(1 + αλ− αଶ − 2λ)ቃ       (2.3) 

Squaring both sides of (2.3) and then taking expectations, we get the MSE of the 

estimator t, to the first order of approximation, as MSE(t) = V(yതୱ୲) + Rଶ(1 − 2λ)S୶୦ଶ ሼ(1 − 2λ)Aଶ + 2C∗Aሽ     (2.4) 

where A = ቀ1 − αଶቁ. 
Minimisation of (2.4) with respect to ߣ	 yields its optimum values as 

λ୭୮୲ = ଵଶ ቀ1 + େ∗୅ቁ = λ଴(say)         (2.5) 

Putting λ = λ଴ in (2.4) we get the minimum MSE of the estimator t as – 
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minMSE	(t) = V(yതୱ୲) (1 − ρ∗ଶ) 

  = ∑ w୦ଶθ୦(1 − ρ∗ଶ)S୷୦ଶ୐୧ୀଵ .      (2.6) 

 

3. Efficiency comparisons 

In this section we have compared proposed estimator with different already 

proposed estimators, obtained the conditions under which our proposed estimator 

performs better than other estimators. 

First we have compared proposed estimator with simple mean in stratified random 

sampling. MSE(t)	≤	MSE(yതୱ୲), if   V(yതୱ୲) + Rଶ(1 − 2λ)S୶୦ଶ ሼ(1 − 2λ)Aଶ + 2C∗Aሽ ≤ V(yതୱ୲) min ቀଵଶ − ଵଶ + େ∗ସ ቁ ≤ λ ≤ max ቀଵଶ − ଵଶ + େ∗ସ ቁ  

Next we compare proposed estimator with combined  ratio estimator –  MSE(t)	≤	MSE(yതୈ), if  V(yതୱ୲) + ∑ w୦ଶθ୦୐୧ୀଵ Rଶ(1 − 2λ)S୶୦ଶ ሼ(1 − 2λ)Aଶ + 2C∗Aሽ	≤ 

                                                          ∑ w୦ଶθ୦ൣS୷୦ଶ + RଶS୶୦ଶ − 2RS୷୶୦൧୐୧ୀଵ   

or, if  (1 − 2C∗) − (1 − 2λ)൫(1 − 2λ)Aଶ + 2C∗A൯	≥ 0 

or, if  ଵଶ ቄ୅ାଵ୅ ቅ ≤ 	λ ≤ ଵଶ ቄଶେ∗ା୅ିଵ୅ ቅ . 
Next we compare efficiency of proposed estimator with product estimator MSE(t)	≤	MSE(yത୔ୖ), if  V(yതୱ୲) + ∑ w୦ଶθ୦୐୧ୀଵ Rଶ(1 − 2λ)S୶୦ଶ ሼ(1 − 2λ)Aଶ + 2C∗Aሽ	≤ 

                                                      ∑ w୦ଶθ୦ൣS୷୦ଶ + RଶS୶୦ଶ + 2RS୷୶୦൧୐୧ୀଵ   
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or, if  (1 + 2C∗) − (1 − 2λ)((1 − 2λ)Aଶ + 2C∗A)	≥ 0 

or, if   ଵଶ ቄ୅ିଵ୅ ቅ ≤ 	λ ≤ ଵଶ ቄଶେ∗ା୅ାଵ୅ ቅ . 
Next we compare efficiency of proposed estimator and exponential ratio estimator in 

stratified sampling  MSE(t)	≤	MSE(yത୉ୖ), if  V(yതୱ୲) + ∑ w୦ଶθ୦୐୧ୀଵ Rଶ(1 − 2λ)S୶୦ଶ ሼ(1 − 2λ)Aଶ + 2C∗Aሽ	≤ 

                                                  ∑ w୦ଶθ୦ ቂS୷୦ଶ + ୖమସ S୶୦ଶ − RS୷୶୦ቃ୐୧ୀଵ         

  or, if  (1 − 4C∗) − 4(1 − 2λ)((1 − 2λ)Aଶ + 2C∗A)	≥ 0 

 or, if  ଵଶ ቄଵିଶ୅ଶ୅ ቅ ≤ 	λ ≤ ଵଶ ቄସେ∗ାଶ୅ିଵଶ୅ ቅ  
Finally we compare efficiency of proposed estimator with exponential product estimator 

in stratified random sampling MSE(t)	≤	MSE(yത୉୔), if 
or, if  V(yതୱ୲) + ∑ w୦ଶθ୦୐୧ୀଵ Rଶ(1 − 2λ)S୶୦ଶ ሼ(1 − 2λ)Aଶ + 2C∗Aሽ	≤ 

                                                            ∑ w୦ଶθ୦ ቂS୷୦ଶ + ୖమସ S୶୦ଶ + RS୷୶୦ቃ୐୧ୀଵ   

or, if  (1 + 4C∗) − 4(1 − 2λ)((1 − 2λ)Aଶ + 2C∗A)	≥ 0 

or, if  ଵଶ ቄିଵିଶ୅ଶ୅ ቅ ≤ 	λ ≤ ଵଶ ቄସେ∗ାଶ୅ାଵଶ୅ ቅ  
Whenever above conditions are satisfied the proposed estimator performs better than 

other mentioned estimators. 

4. Numerical illustration  

All the theoretical results are supported by using the data given in Singh and 

Vishwakarma (2005). 

Data statistics: 
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Stratum ܐܟ ીܐܠ܁ ܐ૛ ૛ܐܡ܁   ܐܠܡ܁ 

      

2 0.5227 0.12454 132.66 259113.71 5709.16 

3 0.2428 0.08902 38.44 65885.60 1404.71 

 

R=49.03 and λ୭୮୲ = 0.9422(α = 0)	and	1.384525	(α = 1) 
Using the above data percentage relative efficiencies of different 

estimators		yതୈ,		yതେ୔,	yത୉ୖ,		yഥ୉୔ and proposed estimator t w.r.t  yതୱ୲ have been calculated. 

Table 4.1:  PRE of different estimators of  Yഥ   

Estimator yതୱ୲ yതୈ yതେ୔ yത୉ୖ yഥ୉୔ yതୌ୔ୗ(୭୮୲) yത୔ୖ୔(୭୮୲) 
PRE 100 1148.256 23.326 405.222 42.612 1403.317 1403.317

 

We have also shown the range of  for which proposed estimator performs better 

than	yഥୱ୲. 
Table 4.2:   Range of  for which proposed estimator performs better than	yഥୱ୲ 
Value of constant  Form of proposed estimator Range of  

α = 0 yതୌ୔ୗ (0.5,1.3) 

α = 1 yതେ୉ୖ (0.5,2.2) 

 

5. Conclusion 

From the theoretical discussion and empirical study we conclude that the 

proposed estimator under optimum conditions performs better than other estimators 

considered in the article. The relative efficiency of various estimators are listed in Table 
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4.1 and the range of  for which proposed estimator performs better than	yഥୱ୲ is written in 

Table 4.2. 
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