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Abstract

In this chapter, we have suggested an improved estimator for estimating the
population mean in stratified sampling in presence of auxiliary information. The mean
square error (MSE) of the proposed estimator have been derived under large sample
approximation. Besides, considering the minimum case of the MSE equation, the
efficient conditions between the proposed and existing estimators are obtained. These
theoretical findings are supported by a numerical example.
Keywords : Auxiliary variable, mean square errors; exponential ratio type Estimates;

stratified random sampling.

1. Introduction

In planning surveys, stratified sampling has often proved useful in improving the
precision of other unstratified sampling strategies to estimate the finite population mean

Y = (Thot 2 vni)/N

Consider a finite population of size N. Let y and x respectively, be the study and
auxiliary variates on each unit U; (j=1,2,3...N) of the population U. Let the population be

divided in to L strata with the h™stratum containing Nj, units, h=1,2,3...,L so that
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YE_ Ny = N. Suppose that a simple random sample of size ny is drawn without
replacement (SRSWOR) from the h'™ stratum such that ¥f:_, n,, = n.

When the population mean X of the auxiliary variable x is known, Hansen et. al.

(1946) suggested a “combined ratio estimator *

_ _ X
Yer = ¥st (D) (1.1)
st
- _+vyL - - _vL -
where, Vst = Xh=1 Wh¥h, Xst = Lh=1 WhXn
7 = —Y" v, and %, = —Y" x
Yh = o, &i=1Yni an Xh = 4 &i=1%hi

N J— J—
wp = #‘ and X = YL_, wXj.

The “combined product estimator  for Y is defined by

S = Xst

Yep = ¥se(3) (1.2)
To the first degree of approximation, the mean square error (MSE) of ycgr and ycp are

respectively given by —

MSE(Ycr) = Xizs Wh0n[STh + R?SZ, — 2RSyu] (1.3)
MSE(Fcp) = Xict WiOn[Sgn + R?S3, + 2RSyxn] (1.4)
1 1 Y. . . 2 . . .
where 0;, = (n— — N—), R = I8 the population ratio, Sy}, is the population variance of
h h

variate of interest in stratum h, S2 is the population variance of auxiliary variate in
stratum h and Sy, is the population covariance between auxiliary variate and variate of
interest in stratum h.

Following Bahl and Tuteja (1991), Singh et. al. (2009) proposed following
estimator in stratified random sampling -

Yer = Yst€Xp [g_iSt] (1.5)

X+Xgt
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The MSE of y,,, to the first degree of approximation is given by

N 2 R
MSE(Fer) = Xiy iy [SZ, + - S2, — RSy (1.6)
Using the estimator ycg and ycp, Singh and Vishwakarma (2005) suggested the

combined ratio-product estimator for estimating Y as

Frec = Tst [ao-+ (1 — o) 2] (1.7)
RPC st st X .

For minimum value of o = %(1 + C*) = a, (say), the minimum MSE of the estimator

Vrpc 1S given by

MSE (Frpc) = Xiz; Wibn(1 — p*3) Sgy (1.8)
* cov(¥st.Xst) * __ cov(¥st.Xst) _ z
where C* = = &0 7 P = RWEovED’ R=%

2. Proposed estimator
Following Singh and Vishwakarma (2005), we propose a new family of

estimators -

t= k[ystexp X XSt] (X;) ] +(1=2% [ystexp [XSt X] (X)f(t)ﬁ] 2.1

X+Xst Xst+X
where A is real constant to be determined such that the MSE of t is a minimum and a, 3

are real constants such that p =1- .

Remark 2.1: For A = 1 and a = 1 the estimator t tends to Singh et. al. (2009) estimator.
For A = 1 and a = 0 the estimator t takes the form of Hansen et. al. (1946) estimator ycg.
For A = 0 and a = 1 the estimator t tends to Singh et. al. (2009) estimator. For A = 1 and
o = 0 the estimator t takes the form of the estimator yp.

To obtain the MSE of't to the first degree of approximation, we write

Vst = Lhe1 Wn¥n = Y(1 + €,) and
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ist = Zh=1 Wh)_(h = X(l + el)
Such that,

E(eo) = E(eq) = 0.

Under SRSWOR, we have
E(ed) = = Xy WiOnSyn
Ee}) = %Zizl wi0,SZ,
E(epey) = ——Z ~1 WiOnSyxn

Expressing equation (2.1) in terms of ¢’s we have

t=Y(1+ep) [x {exp( (1 + ) 1)}q {(1+4e,) 1o+

1y 1-0
(1-%) {exp( (1+%2) )} 1+ e1)<1-00] 2.2)
We now assume that | e;|<1 so that we may expand (1 + e;)”! as a series in powers of
e;. Expanding the right hand side of (2.2) to the first order of approximation, we obtain
(=) = [eg+ e (1 + 0ok — 5 - 20)] (2.3)
Squaring both sides of (2.3) and then taking expectations, we get the MSE of the

estimator t, to the first order of approximation, as

MSE(t) = V(¥s) + R2(1 — 20)S% {(1 — 21)A? + 2C*A} (2.4)
o

where A = (1 - E)'

Minimisation of (2.4) with respect to 4 yields its optimum values as

1 c*
hopt =5 (1+5) = ho(say) 2.5)

Putting A = X in (2.4) we get the minimum MSE of the estimator t as —
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min MSE (t) = V() (1 — p*)

= Yz, WiOh (1 — p2)SE,. (2.6)

3. Efficiency comparisons

In this section we have compared proposed estimator with different already
proposed estimators, obtained the conditions under which our proposed estimator
performs better than other estimators.

First we have compared proposed estimator with simple mean in stratified random
sampling.
MSE(t) < MSE(¥y), if

V(s + R2(1 — 20)S5,{(1 — 20)A? + 2C*A} < V(Tsp)

. 1 1 c* 1 1 c*
m1n(———+—)£k£max(———+—)
2 2 4 2 2 4

Next we compare proposed estimator with combined ratio estimator —
MSE(t) < MSE(YcRr), if
V(Tsr) + Die; wip R2(1 — 20)S4,{(1 — 20)A% + 2C*A} <

Yic1 Wibn[Ss, + R2SZ, — 2RS
or, if (1 —2C") — (1 —20)((1 — 20)A% + 2C*A) >0

.~ 1(A+1 1(2C*+A-1
or,1f—{—}£ XS—{ }
2l A 2 A

Next we compare efficiency of proposed estimator with product estimator
MSE(t) < MSE(¥pg), if
V(Ts0) + Bhey WEO R2(1 — 2083, {(1 — 21042 + 2C°A} <

Yo WiOn[Sgn + R?SZ, + 2RSy
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or, if (1+2C*) — (1—20)((1—20)A2 + 2C*A) >0

or if 2{22} <2< 2{E2A

2l A 2 A
Next we compare efficiency of proposed estimator and exponential ratio estimator in
stratified sampling

MSE(t) < MSE(¥gg), if

V(sp) + X, w0, R2(1 — 20)S2,{(1 — 20)A% + 2C*A} <
RZ
Yis1 Wion [szh + S — Rsyxh]

or, if (1—4C*) —4(1—21)((1—2))A2 +2C*A)>0

1-2A

o1 1 (4C*+2A-1
or, if —{—} <AL —{—}
20 24 2

2A

Finally we compare efficiency of proposed estimator with exponential product estimator
in stratified random sampling
MSE(t) < MSE(¥gp), if
or, if V(Vs) + Xk, wiop R2(1 — 20)S3,{(1 — 20)A? + 2C*A} <
i1 Wi Op [Séh + Rjz S + RSyxh]
or, if (1+4C*)—4(1—-20)((1—2)0)A%2+2C*A)>0

.o 1(-1-2A 1 (4C*+2A+1
or, if —{ }S ?»S—{—}
2l 2aA 2 2A

Whenever above conditions are satisfied the proposed estimator performs better than
other mentioned estimators.
4. Numerical illustration

All the theoretical results are supported by using the data given in Singh and
Vishwakarma (2005).
Data statistics:
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Stratum Wi, 0y Sz, Soh Syxh
2 0.5227 0.12454 132.66 259113.71 5709.16
3 0.2428 0.08902 38.44 65885.60 1404.71
R=49.03 and A,pt = 0.9422(a = 0) and 1.384525 (o = 1)
Using the above data percentage relative efficiencies of different

estimators Vcr, Ycp, YEr, YEp and proposed estimator t w.r.t ¥ have been calculated.

Table4.1: PRE of different estimatorsof Y

Estimator | g Ycr Ycp YER VeP YHPS(opt) | YPRP(opt)

PRE 100 1148.256 | 23.326 | 405.222 | 42.612 | 1403.317 | 1403.317

We have also shown the range of 4 for which proposed estimator performs better

thanyg;.

Table4.2: Range of A for which proposed estimator performs better than'y,

Value of constant o Form of proposed estimator | Range of A
o= 0 }_,HPS (05,13)
o=1 }_,CER (05,22)
5. Conclusion

From the theoretical discussion and empirical study we conclude that the
proposed estimator under optimum conditions performs better than other estimators

considered in the article. The relative efficiency of various estimators are listed in Table
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4.1 and the range of A for which proposed estimator performs better thany, is written in

Table 4.2.
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