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#### Abstract

In this paper we give a survey on Smarandache divisor product sequences, sieve sequences, integer part sequences, Smarandache pseudo-odd, pseudo-even and pseudo-multiples sequences, Smarandache $k n$-digital sequences and related sequences.
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## §1. Introduction and preliminaries

Number Theory is one of the oldest of mathematical disciplines. Problems are often easy to state, but extremely difficult to solve, which is the origin of much of their charm. People have always been interested in the "purity" of the integers. Divisibility is the backbone of number theory, which has a close relationship with prime factorizations, therefore the values of number theoretic functions can often be computed by formulas based on the prime factorization. For example: The Euler phi function $\Phi(n)$ is the number of integers $m$, where $1 \leq m \leq n$ and $m$ and n are relatively prime. Sum of divisors function $\sigma(\mathrm{n})$ is the sum of all the positive divisors of $n$.

In the 1970 's, Florentin Smarandache created a new function in number theory. Let $S(n)$, for $n \in \mathbb{N}^{+}$denote the Smarandache function, then $S(n)$ is defined as the smallest $m \in \mathbb{N}^{+}$, with $n \mid m$ !. The consequences of this simple definition encompass many areas of mathematics. This paper is a survey on Smarandache divisor product sequences, Smarandache sieve sequences, integer part sequences, LCM ratio sequences, Smarandache pseudo-odd, pseudo-even and pseudo-multiples sequences, simple sequences, primitive numbers, Smarandache $k n$-digital sequences.

## §2. Smarandache divisor product sequences

F.Smarandache introduced the function $P_{d}(n):=\prod_{d \mid n} d$ in Problem $25^{[1]}$. For example, $P_{d}(1)=1, P_{d}(2)=2, P_{d}(3)=3 P_{d}(4)=8, \cdots, P_{d}(p)=p, \cdots, q_{d}(n)$ denotes the product of all proper divisors of $n$. That is, $q_{d}(n)=\prod_{d \mid n, d<n} d$. For example, $q_{d}(1)=1, q_{d}(2)=1, q_{d}(3)=$ $1, q_{d}(4)=2, \cdots$. In problem 25 and 26 of [1], Professor $F$. Smarandache asked people to study the properties of the sequences $\left\{p_{d}(n)\right\}$ and $\left\{q_{d}(n)\right\}$. F. Liang studied the properties of the sequences of $\left\{p_{d}(n)\right\}$ and $\left\{q_{d}(n)\right\}$ for $k$-th divisor sum function and gave two more general results.
F. Liang [28] Let $n=p^{\alpha}, p$ be a prime and $\alpha$ be a positive integer. Then for any fixed positive integer $k$, we have the inequality

$$
\begin{aligned}
\sigma_{k}\left(\phi\left(p_{d}(n)\right)\right) & \geq \frac{1}{2^{k}} p_{d}^{k}(n), \\
\sigma_{k}\left(\phi\left(q_{d}(n)\right)\right) & \geq \frac{1}{2^{k}} q_{d}^{k}(n)
\end{aligned}
$$

where $\sigma_{k}(n)=\sum_{d \mid n} d^{k}$ is the $k$-th divisor sum function.
A similar function $P_{s d}(n)$ denotes the product of all square-free divisors of $n$, i.e.,

$$
P_{s d}(n):=\prod_{\substack{d \mid n \\ \mu(d) \neq 0}} d .
$$

Y. Han [15] We have the asymptotic formula

$$
\sum_{n \leq x} \log P_{s d}(n)=A_{1} x \log ^{2} x+A_{2} x \log x+A_{3} x+O\left(x^{\frac{1}{2}} \exp \left(-D(\log x)^{\frac{3}{5}}(\log \log x)^{-\frac{1}{5}}\right)\right.
$$

where $A_{1}, A_{2}, A_{3}$ are constants, $D>0$ is an absolute constant.
Let $1 \leq l \leq q$ be fixed integers. Define a function $P_{l d}(n):=\prod_{\substack{d \mid n \\ d \equiv l(\bmod q)}} d$.
X. Ma [46] For any real number $x>1$, we have

$$
\sum_{n \leq x} \log P_{a d}(n)=\frac{1}{2 q} x \log ^{2} x+\frac{\gamma-1}{q} x \log x+c x+O\left(\left(q^{-1} x\right)^{\frac{27}{82}+\varepsilon}\right)
$$

where $c$ is a constant which depends on $q$ and $l, \gamma$ is the Euler constant, $\varepsilon$ is a fixed small positive constant.

For any positive integer $n \geq 1$, the Smarandache Superior Prime Part $P_{p}(n)$ is defined as the smallest prime number greater than or equal to $n$. For example, the first few values of $P_{p}(n)$ are $P_{p}(1)=2, P_{p}(2)=2, P_{p}(3)=3, P_{p}(4)=5, P_{p}(5)=5, P_{p}(6)=7, P_{p}(7)=7, P_{P}(8)=11$ $P_{p}(9)=11, P_{p}(10)=11, P_{p}(11)=11, P_{p}(12)=13, P_{p}(13)=13, P_{p}(14)=17, P_{p}(15)=17 \cdots$ For any positive integer $n \geq 2$, define the Smarandache Inferior Prime Part $p_{p}(n)$ as the largest prime number less than or equal to $n$. Its first few values are $p_{p}(2)=2 p_{p}(3)=3, p_{p}(4)=$ $3, p_{p}(5)=5, p_{p}(6)=5, p_{p}(7)=7, p_{p}(8)=7, p_{p}(9)=7, p_{p}(10)=7 p_{p}(11)=11, \cdots$. There is a close relationship between the Smarandache prime part and the prime distribution problem. Define

$$
I_{n}=\left\{p_{p}(2)+p_{p}(3)+\cdots+p_{p}(n)\right\} / n
$$

and

$$
S_{n}=\left\{P_{p}(2)+P_{p}(3)+\cdots+P_{p}(n)\right\} / n .
$$

There are two problems in problem 10 of reference [22]:
(A). If $\lim _{n \rightarrow \infty}\left(S_{n}-I_{n}\right)$ converges or diverges. If it converges, find the limit.
(B). If $\lim _{n \rightarrow \infty} \frac{S_{n}}{I_{n}}$ converges or diverges. If it converges, find the limit.

The problem (A) is still open. But for the problem (B), X. Yan got asymptotic properties of $\frac{S_{n}}{I_{n}}$, and gave a shaper asymptotic formula for it.
X. Yan [65] For any positive integer $n>1$, we have the asymptotic formula

$$
\frac{S_{n}}{I_{n}}=1+O\left(n^{-\frac{1}{3}}\right)
$$

From this theorem it can be deduced that the limit $S_{n} / I_{n}$ converges as $n \longrightarrow \infty$, and

$$
\lim _{n \rightarrow \infty} \frac{S_{n}}{I_{n}}=1
$$

This solved the problem $B$ of reference [22].
For any positive integer $n$, a new additive function $F(n)$ is defined as $F(0)=0$ and $F(n)=\alpha_{1} p_{1}+\alpha_{2} p_{2}+\cdots+\alpha_{k} p_{k}$ for $n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{k}^{\alpha_{k}}$.
S. Gou [10] Let $N$ be a positive integer. Then for any fixed real number $x>1$, we have

$$
\sum_{n \in x} F\left(P_{d}(n)\right)=\sum_{i=1}^{N} d_{i} \cdot \frac{x^{2}}{\ln ^{i} x}+O\left(\frac{x^{2}}{\ln ^{N+1} x}\right)
$$

where $\left.d_{1}, \cdots, d_{N}\right)$ are computable constants and $u_{1}=\frac{\pi^{4}}{72}$. And we also have

$$
\sum_{n \in x} F\left(q_{d}(n)\right)=\sum_{i=1}^{N} h_{i} \cdot \frac{x^{2}}{\ln ^{i} x}+O\left(\frac{x^{2}}{\ln ^{N+1} x}\right)
$$

where $\left.h_{1}, \cdots, h_{N}\right)$ are computable constants and $h_{1}=\frac{\pi^{4}}{72}-\frac{\pi^{2}}{12}$.
T. Zhang [82] For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{n \leq x} \ln P_{d}(n)=\frac{1}{2} x \ln ^{2} x+(C-1) x \ln x-(C-1) x+O\left(x^{\frac{1}{2}} \ln x\right),
$$

where $C$ is the Euler constant.
For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{n \leq x} \ln q_{d}(n)=x \ln ^{2} x+(C-2) x \ln x-(C-2) x+O\left(x^{\frac{1}{2}} \ln x\right) .
$$

W. Zhu [84] For any real number $x>1$, we have the asumptotic formula

$$
\sum_{n \leq x} \frac{1}{P_{d}(n)}=\ln \ln x+C_{1}+O\left(\frac{1}{\ln x}\right)
$$

where $C_{1}$ is a constant. And we also have

$$
\sum_{n \leq x} \frac{1}{q_{d}(n)}=\pi(x)+(\ln \ln x)^{2}+B \ln \ln x+C_{2}+O\left(\frac{\ln \ln x}{\ln x}\right)
$$

where $\pi(x)$ is the number of all primes $\leq x, B$ and $C_{2}$ are constants.
H. Liu and W. Zhang gave the following results.
H. Liu [33] For any positive integer n, we have the inequality

$$
\sigma\left(\phi\left(P_{d}(n)\right)\right) \geq \frac{1}{2} P_{d}(n)
$$

where $\phi(k)$ is the Euler's function and $\sigma(k)$ is the divisor sum function. And we also have the inequality

$$
\sigma\left(\phi\left(q_{d}(n)\right)\right) \geq \frac{1}{2} \eta_{d}(n) .
$$

M. Le gave a formulae of $P_{d}(n)$.
M. Le [27] Let $n=p_{1}^{r_{1}} \ldots p_{k}^{r_{k}}$ be the factorization of $n$ and let

$$
r(n)= \begin{cases}1 / 2\left(r_{1}+1\right) \ldots\left(r_{k}+1\right) & \text { if } n \text { is not a square } \\ 1 / 2\left(\left(r_{1}+1\right) \ldots\left(r_{k}+1\right)-1\right) & \text { if } n \text { is a square }\end{cases}
$$

Then we have $P_{d}(n)=n^{r(n)}$.

## §3. Smarandache sieve sequences

The definition of Smarandache irrational root sieve is: from the set of natural numbers (except 0 and 1 ): take off all powers of $2^{k}, k \geq 2$; take off all powers of $3^{k}, k \geq 2$; take off all powers of $5^{k}, k \geq 2$; take off all powers of $6^{k}, k \geq 2$; take off all powers of $7^{k}, k \geq 2$; take off all powers of $10^{k}, k \geq 2, \cdots$ (take off all $k$-powers, $k \geq 2$ ). For example: $2,3,5,6,7,10$, $11,12,13,14,15,17,18,19 \cdots$ are all irrational root sieve sequence. Let $A$ denotes the set of all the irrational root sieve. X. Zhang studied the mean value of the irrational root sieve sequence and gave an interesting asymptotic formula for it.
X. Zhang and Y. Lou [78] Let $d(n)$ denote the divisor function. Then for any real mumber $x \geq 1$, we have the asymptotic formula

$$
\begin{aligned}
\sum_{n \in A} d(n)= & \left(x-\frac{3}{4 \pi^{2}} \sqrt{x} \ln x+A_{1} x^{\frac{1}{3}} \ln ^{2} x+A_{2} x^{\frac{1}{3}} \ln x+A_{3} x^{\frac{1}{3}}+A_{4} \sqrt{x}\right) \ln x \\
& +(2 \gamma-1) x+A_{5} \sqrt{x}+A_{6} x^{\frac{1}{3}}+O\left(x^{\frac{139}{429}+\epsilon}\right)
\end{aligned}
$$

where $\epsilon$ denotes any fixed positive number, $\gamma$ is the Euler constant, $A_{1}, A_{2}, A_{3} A_{4}, A_{5}, A_{6}$ are the computable constants.

Let $\mathcal{A}$ denote the set of all numbers in the $k$-th power free sieve sequence.
J. Su [51] Let $k \geq 2$ be a fixed positive integer, A denotes the set of all power $k$ sieve sequence. Then for any real $x>1$, we have the asymptotic formula

$$
\sum_{\substack{n \leq x \\ n \in A}} 1=c(k) \cdot x+O\left(x^{\frac{1}{k}}\right),
$$

where $c(k)=\prod_{n=2}^{\infty}\left(1-\frac{1}{n^{k}}\right)$ is a constant, and $c(2)=\frac{1}{2}$. For any real number $x>1$, from the Prime Number Theorem we know that there are at most $O\left(\frac{x}{\ln x}\right)$ primes in the interval $[1, x]$, so from the theorem above one can get that there are an infinity of numbers of the power $k$ sieve sequence which are not prime. Therefore, there is an infinity of numbers of the power $k$ sieve sequence which are not prime.
J. Guo and X. Zhao studied the convergent property of some infinite series involving this sequence and gave some interesting identities.
J. Guo and X. Zhao [14] 1. Let $k \geq 2$ be any positive integer. For any real number $\alpha>1$, we have the identity:

$$
\sum_{\substack{n=1 \\ n \in \mathcal{A}}}^{\infty} \frac{1}{n^{\alpha}}=\frac{\zeta(\alpha)}{\zeta(k \alpha)},
$$

where $\zeta(s)$ denotes the Riemann-zeta function. Moreover, let $\mathcal{B}$ be the set of all numbers in the square free sieve seaquence $\mathcal{C}$ be the set of all numbers in the cubic free sieve sequence. Then

$$
\sum_{\substack{n=1 \\ n \in \mathcal{B}}}^{\infty} \frac{1}{n^{2}}=\frac{15}{\pi^{2}} \quad \text { and } \quad \sum_{\substack{n=1 \\ n \in \mathcal{C}}}^{\infty} \frac{1}{n^{2}}=\frac{315}{2 \pi^{4}}
$$

2. Let $k \geq 2$ be any positive integer. For any real number $\alpha>1$, we have the identity:

$$
\sum_{\substack{n=1 \\ n \in \mathcal{A}}}^{\infty} \frac{d(n)}{n^{\alpha}}=\frac{\zeta^{2}(\alpha)}{\zeta(k \alpha)} \prod_{p}\left(1-\frac{k\left(p^{\alpha}-1\right)}{p^{(k+1) \alpha}-p^{\alpha}}\right) .
$$

X. Pan and B. Liu [48] Let $\mathcal{A}$ denote the set of all elements of the irrational root sieve sequence. Then for any real number $x>1$, we have the asymptotic formula

$$
\sum_{\substack{a \leq x \\ a \in \mathcal{A}}} 1=x-\frac{6}{\pi^{2}} \sqrt{x}-\frac{6}{\pi^{2}} x^{\frac{1}{3}}+O\left(x^{\frac{1}{4}} \cdot \ln x\right)
$$

The odd sieve sequence is the sequence which is composed of all odd number that are not equal to the difference of two primes. For example: $7,11,19,23,25, \cdots$. Let $\mathcal{A}$ denote the set of the odd sieve numbers. W. Yao used analytic method to study the mean value properties of this sequence and gave two interesting asymptotic formulae.
W. Yao [63] 1. For any positive number $x>1$, we have the asymptotic formula

$$
\sum_{\substack{n \leq x \\ n \in \mathcal{A}}} n=\frac{x^{2}}{4}-\frac{x^{2}}{2 \ln x}+O\left(\frac{x^{2}}{\ln ^{2} x}\right)
$$

2. For any positive number $x>1$, we have the asymptotic formula

$$
\sum_{\substack{n \leq x \\ n \in \mathcal{A}}} \frac{1}{n}=\frac{1}{2} \ln \frac{x}{2}-\ln \ln (x+2)+\frac{1}{2} \gamma-A+B+O\left(\frac{1}{\ln x}\right)
$$

where $A, B$ are computable constants, $\gamma$ is the Euler's constant.
R. Xie [61] Let $\varphi$ be Euler function. For any positive number $x>1$, we have the asymptotic formula

$$
\sum_{\substack{n \leq x \\ n \in \mathcal{A}}} \varphi(n)=\frac{3}{\pi^{2}}+O\left(x^{\frac{3}{2}+\epsilon}\right)
$$

where $\epsilon$ is any fixed positive number.
L. Qian [50] Let $\sigma(n)$ denote the sum of positive factor of $n$ : $\sigma(n)=\sum_{d \mid n} d$. Then for any real number $x \geqslant 1$ we have

$$
\sum_{\substack{n \leq x \\ n \in \mathcal{A}}} \sigma_{\alpha}(n)=\frac{1}{2} \zeta(\alpha+1) g(\alpha+1) x^{2}+O\left(x^{\frac{3}{2}+\varepsilon}\right)
$$

where $g(\alpha)=\prod_{p}\left(1+(p-1) p^{-s}+(1-p) p^{\alpha-2^{s}}\right), \zeta(s)$ is Riemann zeta- function and $\varepsilon$ is a fixed positive number.

Let $p$ be a prime, $e_{p}(n)$ denote the largest exponent of power $p$ which is included $n$. L. Qi studied the mean value properties of $e_{p}(n)$ acting on the irrational root sieve sequences and gave an asymptotic formula.
L. Qi [49] Let $A$ denote the set of all elements of the irrational root sieve sequence. For any real number $x \geqslant 1$, we have

$$
\sum_{\substack{n \leq x \\ n \in A}} e_{p}(n)=\frac{1}{p-1} x-\frac{2}{p-1} x^{\frac{1}{2}}-\frac{3}{p-1} x^{\frac{1}{3}}+O\left(x^{\frac{1}{2}+\varepsilon}\right)
$$

## §4. The Inferior and Superior parts of integers sequences

For any positive integer $n$, the Smarandache Superior $m$-th power part sequence $\operatorname{SSMP}(\mathrm{n})$ is defined as the smallest $m$-th power greater than or equal to $n$. The Smarandache Inferior $m$-th power part sequence $\operatorname{SIMP}(\mathrm{n})$ is defined as the largest $m$-th power less than or equal to $n$. For example, if $m=2$, then the first few terms of $\operatorname{SIMP}(\mathrm{n})$ are: $0,1,1,1,4,4,4,4,4,9, \cdots$. The first few terms of $\operatorname{SSMP}(\mathrm{n})$ are $1,4,4,4,9,9,9,9,9, .16,16, \cdots$. Now we let

$$
\begin{aligned}
S_{n} & =(\operatorname{SSMP}(1)+\operatorname{SSMP}(2)+\cdots+\operatorname{SSMP}(n)) / n \\
I_{n} & =(\operatorname{SIMP}(1)+\operatorname{SIMP}(2)+\cdots+\operatorname{SIMP}(n)) / n \\
K_{n} & =\sqrt[n]{\operatorname{SSMP}(1)+\operatorname{SSMP}(2)+\cdots+\operatorname{SSMP}(n)} \\
I_{n} & =\sqrt[n]{\operatorname{SIMP}(1)+\operatorname{SIMP}(2)+\cdots+\operatorname{SIMP}(n)}
\end{aligned}
$$

Y. Wang [58] 1. Let $m \geq 2$ be an integer, then for any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x} \operatorname{SSMP}(n)=\frac{x^{2}}{2}+O\left(x^{\frac{2 m-1}{m}}\right)
$$

and

$$
\sum_{n \leq x} \operatorname{SIMP}(n)=\frac{x^{2}}{2}+O\left(x^{\frac{2 m-1}{m}}\right)
$$

2. For any fixed positive integer $m>2$ and any positive integer $n$ we have the asymptotic formula

$$
\begin{gathered}
S_{n}-I_{n}=\frac{m(m-1)}{2 m-1} n^{1-\frac{1}{m}}+O\left(n^{1-\frac{2}{m}}\right) \\
\frac{S_{n}}{I_{n}}=1+O\left(n^{-\frac{1}{m}}\right)
\end{gathered}
$$

and

$$
\frac{K_{n}}{L_{n}}=1+O\left(\frac{1}{n}\right)
$$

Y. Yu [74] For any positive integer $n$ we have

$$
\lim _{n \longrightarrow \infty} S_{n}-I_{n}=\infty
$$

Let $n$ be a positive integer, $u_{6}(n)$ be the largest hexagon number less than or equal to $n$ and $v_{6}(n)$ be the smallest hexagn number less than $n, a(n)$ and $b(n)$ are complement numbers of $u_{6}(n)$ and $v_{6}(n)$ respectively. Define

$$
\begin{aligned}
& S_{6}(m)=[a(1)+a(2)+a(3)+\cdots+a(m)] / m=\frac{1}{m} \sum_{i=1}^{m} a(i), \\
& I_{6}(m)=[b(1)+b(2)+b(3)+\cdots+b(m)] / m=\frac{1}{m} \sum_{i=1}^{m} b(i), \\
& K_{6}(m)=\sqrt[m]{a(1)+a(2)+a(3)+\cdots+a(m)}=\left(\sum_{i=1}^{m} a(i)\right)^{\frac{1}{m}} \\
& L_{6}(m)=\sqrt[m]{b(1)+b(2)+b(3)+\cdots+b(m)}=\left(\sum_{i=1}^{m} b(i)\right)^{\frac{1}{m}}
\end{aligned}
$$

W. Huang and Y. Ma [19] 1. For any positive integer $n$ we have

$$
\frac{S_{6}(n)}{I_{6}(n)}=1+O\left(n^{-\frac{1}{2}}\right), \lim _{n \rightarrow+\infty} \frac{S_{6}(n)}{I_{6}(n)}=1
$$

2. For any positive integer $n$ we have

$$
\frac{K_{6}(n)}{L_{6}(n)}=1+O\left(n^{-\frac{1}{2 n}}\right), \lim _{n \rightarrow+\infty} \frac{K_{6}(n)}{L_{6}(n)}=1, \lim _{n \rightarrow+\infty}\left(K_{6}(n)-L_{6}(n)\right)=0
$$

3. For any positive integer $n$ we have

$$
\begin{gathered}
S_{6}(n)-I_{6}(n)=4+\sqrt{2} n^{-\frac{1}{2}}+O(1) \\
\lim _{n \rightarrow+\infty}\left(I_{6}(n)-S_{6}(n)\right)=4, \lim _{n \rightarrow+\infty}\left(I_{6}(n)-S_{6}(n)\right)^{\frac{1}{n}}=1
\end{gathered}
$$

Let $n$ be a positive integer, $a(n)$ be the smallest $m$ factorial number greater than or equal to $n$, and $b(n)$ be the largest $m$ factorial number less than or equal to $n$. for example: $a(4)=3!, a(5)=3!, a(6)=3!, a(7)=4!, \cdots, b(1)=1!, b(2)=2!, b(3)=2!, b(4)=2!, b(5)=$ $2!, b(6)=3!, \cdots$. Define

$$
\begin{array}{ll}
S_{n}(n)=\frac{1}{n} \sum_{i=1}^{n} \log (a(n)), & I_{n}(n)=\frac{1}{n} \sum_{i=1}^{n} \log (b(n)), \\
K_{n}(n)=\left(\sum_{i=1}^{n} \log (a(n))^{\frac{1}{n}},\right. & L_{n}(n)=\left(\sum_{i=1}^{n} \log (b(n))^{\frac{1}{n}}\right.
\end{array}
$$

W. Huang [20] 1. For any real number $x>1$ we have

$$
\begin{aligned}
& \sum \log (a(n))=x \log x+O\left(\frac{x \log x \cdot \log \log \log x}{\log \log x}\right), \\
& \sum_{n \leqslant s} \log (b(n))=x \log x+O\left(\frac{x \log x \cdot \log \log \log x}{\log \log x}\right) .
\end{aligned}
$$

2. For any positive integer $n$ we have

$$
\begin{gathered}
\frac{S_{n}(n)}{I_{n}(n)}=1+O\left(\frac{\log n \cdot \log \log \log n}{\log \log n}\right)^{-1}, \lim _{n \rightarrow \infty} \frac{S_{n}(n)}{I_{n}(n)}=1, \\
\frac{K_{n}(n)}{L_{n}(n)}=1+O\left(\frac{\log n \cdot \log \log \log n}{\log \log n}\right)^{-\frac{1}{n}}, \lim _{n \rightarrow \infty} \frac{K_{n}(n)}{L_{n}(n)}=1, \lim _{n \rightarrow \infty}\left(K_{n}(n)-L_{n}(n)\right)=0,
\end{gathered}
$$

$$
S_{n}(n)-I_{n}(n)=\frac{1}{n}\left(m^{2}(m-1)!\log \log n+O(\log \log m)\right), \lim _{n \rightarrow \infty} S_{n}(n)-I_{n}(n)=0
$$

Define $u_{3}(n)=\max \left\{\frac{m(m+1)}{2}: n \geq \frac{m(m+1)}{2}, m \in \mathbb{N}^{+}\right\}, v_{3}(n)=\max \left\{\frac{m(m+1)}{2}: n \leq\right.$ $\left.\frac{m(m+1)}{2}, m \in \mathbb{N}^{+}\right\}$. let $u_{3}(n)$ denote the partial sequence of the largest triangular numbers less than or equal to $n$ and $v_{3}(n)$ denote the partial sequence of the smallest triangular numbers greater than or equal to $n$.
W. Huang [21] 1. For any real number $x \geq 1$ we have

$$
\begin{aligned}
& \sum_{n \leqslant x} u_{3}(n)=\frac{1}{2} x^{2}+O\left(x^{\frac{3}{2}}\right), \\
& \sum_{n \leqslant x} v_{3}(n)=\frac{1}{2} x^{2}+O\left(x^{\frac{3}{2}}\right) .
\end{aligned}
$$

2. For any positive number $n$ we have

$$
\begin{gathered}
\frac{S_{3}(n)}{I_{3}(n)}=1+O\left(n^{-\frac{1}{2}}\right), \lim _{n \rightarrow \infty} \frac{S_{3}(n)}{I_{3}(n)}=1, \\
\frac{K_{3}(n)}{L_{3}(n)}=1+O\left(n^{-\frac{1}{2 n}}\right), \lim _{n \rightarrow \infty} \frac{K_{3}(n)}{L_{3}(n)}=1, \lim _{n \rightarrow \infty}\left(K_{3}(n)-L_{3}(n)\right)=0, \\
S_{3}(n)-I_{3}(n)=2 \sqrt{2} n^{\frac{1}{2}}+O(1), \\
\lim _{n \rightarrow \infty} \frac{I_{3}(n)-S_{3}(n)}{n^{\frac{1}{2}}}=2 \sqrt{2}, \quad \lim _{n \rightarrow \infty}\left(I_{3}(n)-S_{3}(n)\right)^{\frac{1}{n}}=1 .
\end{gathered}
$$

For any positive integer $n$, the Smarandache Superior Square Part $S P(n)$ is the smallest square greater than or equal to $n$, the Smarandache Inferior Square Part $\operatorname{IP}(n)$ is the largest square less than or equal to $n$. Define

$$
\begin{gathered}
S_{n}=(S P(1)+S P(2)+\cdots+S P(n)) / n \\
I_{n}=(I P(1)+I P(2)+\cdots+I P(n)) / n \\
K_{n}=\sqrt[n]{S P(1)+S P(2)+\cdots S P(n)} ; \quad L_{n}=\sqrt[n]{I P(1)+I P(2)+\cdots I P(n)}
\end{gathered}
$$

M. Yang [67] 1. For any real number $x>1$, we have

$$
\sum_{n \leq x} \Omega(I P(n))=2 x \ln \ln x+C x+O\left(\frac{x}{\ln x}\right)
$$

where $\Omega$ is the function of the number of prime factors.
2. For any real number $x>1$, we have

$$
\sum_{n \leq x} \Omega(S P(n))=2 x \ln \ln x+C x+O\left(\frac{x}{\ln x}\right)
$$

where $\Omega$ is the function of the number of prime factors.
F. Li [30] 1. For any real number $x>2$, we have

$$
\sum_{n \leqslant x} S P(n)=\frac{x^{2}}{2}+O\left(x^{\frac{3}{2}}\right) ; \sum_{n \leqslant x} I P(n)=\frac{x^{2}}{2}+O\left(x^{\frac{3}{2}}\right) .
$$

2. For any integer n, we have

$$
\begin{gathered}
\frac{S_{n}}{I_{n}}=1+O\left(n^{-\frac{1}{2}}\right), \quad \lim _{n \rightarrow \infty} \frac{S_{n}}{I_{n}}=1 \\
\frac{K_{n}}{L_{n}}=1+O\left(n^{-\frac{1}{2}}\right), \quad \lim _{n \rightarrow \infty} \frac{K_{n}}{L_{n}}=1, \lim _{n \rightarrow \infty}\left(K_{n}-L_{n}\right)=0
\end{gathered}
$$

Let $m$ and $k$ are two fixed positive integers with $k \geq 2$. For any positive integer $n$, define arithmetical function $b_{m}(n)$ as the integer part of the $m$-th root of $n$. That is, $b_{m}(n)=\left[n^{\frac{1}{m}}\right]$, where $[x]$ denotes the greatest integer $\leq x$. For example, $b_{2}(1)=1, b_{2}(2)=1, b_{2}(3)=1, b_{2}(4)=$ $2, b_{2}(5)=2, b_{2}(6)=2, b_{2}(7)=2, b_{2}(8)=2, b_{2}(9)=3, \cdots$. Let $\mathcal{A}_{k}$ denote the set of all $k$-th power free numbers. Z . Li used the elementary methods to study the mean value properties of $b_{m}(n)$ over the set $\mathcal{A}_{k}$.
Z. Li [37] 1. Let $m$ and $k$ are two fixed positive integers with $k \geq 2$. Then for any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{\substack{n \leq x \\ n \in \mathcal{A}_{k}}} b_{m}(n)=\frac{1}{\zeta(k)} \frac{m}{m+1} x^{\frac{m+1}{m}}+O(x)
$$

where $\zeta(k)$ is the Riemann zeta-function.
2. For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{\substack{n \leq x \\ n \in \mathcal{A}_{2}}} b_{2}(n)=\frac{4}{\pi^{2}} x^{\frac{3}{2}}+O(x) \text { and } \sum_{\substack{n \leq x \\ n \in \mathcal{A}_{2}}} b_{3}(n)=\frac{9}{2 \pi^{2}} x^{\frac{4}{3}}+O(x)
$$

3. For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{\substack{n \leq x \\ n \in \mathcal{A}_{4}}} b_{4}(n)=\frac{64}{\pi^{4}} x^{\frac{5}{4}}+O(x) \text { and } \sum_{\substack{n \leq x \\ n \in \mathcal{A}_{4}}} b_{5}(n)=\frac{75}{\pi^{4}} x^{\frac{6}{5}}+O(x) .
$$

Let $n$ is a positive integer. It is clear that there exists an integer $k$ such that

$$
k^{m} \leq n<(k+1)^{m} .
$$

Define $b_{m}(n)=k^{m}$. That is, $b_{m}(n)$ is the largest $m$-th power not exceeding $n$. In problems 40 and 41 of reference [1], Professor F.Smarandache asked people to study the properties of the sequences $\left\{b_{2}(n)\right\}$ and $\left\{b_{3}(n)\right\}$. D. Liu and J. Li studied the convergent properties of the Dirichlet series $f(s)=\sum_{n=1}^{\infty} \frac{1}{b_{m}^{s}(n)}$.
D. Liu and J. Li [39] Let $m$ be a fixed positive integer. Then for any real number $s>1$, the Dirichlet series $f(s)$ is convergent and $f(s)=C_{m}^{1} \zeta(m s-m+1)+C_{m}^{2} \zeta(m s-m+2)+\cdots+$ $C_{m}^{m-1} \zeta(m s-1)+\zeta(m s)$ where $C_{m}^{n}=\frac{m!}{n!(m-n)!}$, and $\zeta(s)$ is the Riemann zeta-function.

Taking $m=2$ and $s=3 / 2$ or $m=s=2$ in the above theorem, then

$$
\sum_{n=1}^{\infty} \frac{1}{b_{2} \frac{3}{2}(n)}=\frac{\pi^{2}}{3}+\zeta(3) \text { and } \sum_{n=1}^{\infty} \frac{1}{b_{2}^{2}(n)}=2 \zeta(3)+\frac{\pi^{4}}{90} .
$$

Taking $m=3$ and $s=2$ or $m=2$ and $s=3$ in the above theorem, then

$$
\sum_{n=1}^{\infty} \frac{1}{b_{3}^{2}(n)}=\frac{\pi^{4}}{30}+3 \zeta(5)+\frac{\pi^{6}}{945} \text { and } \sum_{n=1}^{\infty} \frac{1}{b_{2}^{3}(n)}=2 \zeta(5)+\frac{\pi^{6}}{945}
$$

For any positive integer $n$, the inferior factorial part denoted by $a(n)$ is the largest factorial less than or equal to $n$. It is the sequence: $1,2,2,2,2,6,6,6,6,6,6,6,6,6, \cdots$, On the other hand, the superior factorial part denoted by $b(n)$ is the smallest factorial greater than or equal to $n$. It is the sequence as follows: $1,2,6,6,6,6,24,24,24,24,24,24,24,24 \cdots . \mathrm{J}, \mathrm{Li}$ studied two infinite series involving $a(n)$ and $b(n)$ as follows:

$$
I=\sum_{n=1}^{\infty} \frac{1}{a^{\alpha}(n)}, \quad S=\sum_{n=1}^{\infty} \frac{1}{b^{\alpha}(n)}
$$

and gave some sufficient conditions of the convergent property of them.
J. Li [37] Let $\alpha$ be any positive real number. Then the infinite series $I$ and $S$ are convergent if $\alpha>1$, divergent if $\alpha \leq 1$. Especially, when $\alpha=2$, we have the following Corollary. We have the identity

$$
\sum_{n=1}^{\infty} \frac{1}{a^{2}(n)}=e
$$

X. Zhang [81] Let $x \geq 1$, Then we have the asymptotic formula

$$
\sum_{\substack{n=1 \\ a(n) \leq x}}^{\infty} \frac{1}{a(n)}=\frac{\ln ^{2} x}{2(\ln \ln x)^{2}}+O\left(\frac{\ln ^{2} x \ln \ln \ln x}{(\ln \ln x)^{3}}\right)
$$

For any positive integer $n$, inferior prime part function $p_{p}(n)$ is defined as the largest prime number less than or equal to $n$, and Superior prime part function $P_{n}(n)$ is denoted as the smallest prime number greater than or equal to $n$. Y. Lou studied the mean value of $p_{p}(n)$ and $P_{p}(n)$, and gave two sharp asymptotic formulae.
Y. Lou [44] 1. For any real number $x \geq 1$, we have

$$
\sum_{n \leq x} p_{p}(n)=\frac{x^{2}}{2}+O\left(x^{\frac{23}{18}+\epsilon}\right)
$$

where $\epsilon$ is any fixed positive number.
2. For any real number $x \geq 1$, we have

$$
\sum_{n \leq x} P_{p}(n)=\frac{x^{2}}{2}+O\left(x^{\frac{23}{18}+\epsilon}\right) .
$$

Let $n, k>1$ are two positive integers. $m \geqslant 0$ is another fixed integer. The general Smarandache Sum mands function $S(n, m, k)$ is defined by $S(n, m, k)=\sum_{i=0}^{[(n-m) / k]}(n-k i)$.
F. Li [29] Let $k>1, m \geqslant 0$ be fixed integers. Then for any integer $x>1$ we have

$$
\sum_{i \leqslant x} S(n, m, k)=\frac{1}{6 k} x^{3}+\left(\frac{3}{4 k}-\frac{1}{4}\right) x^{2}+\left(\frac{1}{k}-\frac{3}{4}+\frac{k}{12}+m+\frac{m}{2 k}-\frac{m^{2}}{2 k}\right) x+R(x, k)
$$

where $|R(x, k)| \leqslant \frac{5}{12} k^{2}+\frac{1}{2} k m$.
Let $n>2$ be a positive integer, $a(n)$ denote the integral part of the $k$-th root sequence. In paper [2], Jozsef Sandor defined the following analogue of the Smarandache function:

$$
S_{1}(x)=\min \{m \in N: x \leq m!\}, x \in(1, \infty),
$$

which is defined on a subset of real numbers. W. Yao studied the mean value properties of the additive analogue Smarandache function acting on the floor of the $k$-th root sequence, and obtained two interesting asymptotic formulae.
W. Yao [63] 1. For any real number $x \geq 2$ and integer $k \geq 2$, we have the asymptotic formula

$$
\sum_{n \leq x} S_{1}(a(n))=\frac{x \log x}{k \log \log x^{\frac{1}{k}}}+O\left(\frac{x(\log x)\left(\log \log \log x^{\frac{1}{k}}\right)}{\left(\log \log x^{\frac{1}{k}}\right)^{2}}\right)
$$

2. For any real number $x \geq 2$, we have the estimate

$$
\sum_{n \leq x} d(n) S_{1}(n)=\frac{x \log ^{2} x}{\log \log x}\left(1+O\left(\frac{\log \log \log x}{\log \log x}\right)\right)
$$

where $d(n)$ be the divisor function.
Define $\Omega(n)$ and $\omega(n)$ as $\Omega(n)=\alpha_{1}+\alpha_{2}+\ldots+\alpha_{r}, \omega(n)=r$, if $n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{r}^{\alpha_{r}}$ be the factorization of $n$ into prime powers.
M. Yang and H. Li [66] For any real number $x>1$, we have the asymptotic formula

$$
\begin{aligned}
& \sum_{n \leq x} \omega(a(n))=x \ln \ln x+(A-\ln k) x+O\left(\frac{x}{\ln x}\right), \\
& \sum_{n \leq x} \Omega(a(n))=x \ln \ln x+(B-\ln k) x+O\left(\frac{x}{\ln x}\right),
\end{aligned}
$$

where

$$
A=\gamma+\sum_{p}\left(\ln \left(1-\frac{1}{p}\right)+\frac{1}{p}\right), B=A+\sum_{p} \frac{1}{p(p-1)}
$$

are two constants. Taking $k=3$ on the above, one can immediately obtain that

$$
\begin{aligned}
& \sum_{n \leq x} \omega(a(n))=x \ln \ln x+(A-\ln 3) x+O\left(\frac{x}{\ln x}\right) \\
& \sum_{n \leq x} \Omega(a(n))=x \ln \ln x+(B-\ln 3) x+O\left(\frac{x}{\ln x}\right)
\end{aligned}
$$

X. He and J. Guo [16] 1. Let $n$ be a positive integer, and $a(n)=[\sqrt{n}]$, then

$$
\sum_{n \leq x} a(n)=\sum_{n \leq x}[\sqrt{n}]=\frac{2}{3} x^{\frac{3}{2}}+\frac{3}{2} x+O\left(x^{\frac{1}{2}}\right)
$$

2. Let $n$ be a positive integer, and $a(n)=\left[n^{\frac{1}{3}}\right]$, then

$$
\sum_{n \leq x} a(n)=\sum_{n \leq x}\left[n^{\frac{1}{3}}\right]=\frac{3}{4} x^{\frac{4}{3}}+\frac{5}{2} x+\frac{11}{4} x^{\frac{2}{3}}+O\left(x^{\frac{1}{3}}\right) .
$$

3.Let $n$ be a positive integer, and $a(n)=\left[n^{\frac{1}{k}}\right]$, then

$$
\sum_{n \leq x} a(n)=\sum_{n \leq x}\left[n^{\frac{1}{k}}\right]=\frac{k}{k+1} x^{\frac{k+1}{k}}+O(x) .
$$

4. Let $n$ be a positive integer, and $b(n)=(a(n))^{2}=[\sqrt{n}]^{2}$, then

$$
\sum_{n \leq x} b(n)=\sum_{n \leq x}[\sqrt{n}]^{2}=\frac{1}{2} x^{2}+\frac{4}{3} x^{\frac{4}{3}}+O(x)
$$

X. He and J. Guo [17] 1. Let $n$ be a positive integer, and $a(n)=[\sqrt{n}], d(n)$ be divisor function, then

$$
\sum_{n \leq x} d(a(n))=\sum_{n \leq x} d([\sqrt{n}])=\frac{1}{2} x \log x+\left(2 c-\frac{1}{2}\right) x+O\left(x^{\frac{2}{4}}\right)
$$

Where $c$ is Euler's constant.
2. Let $n$ be a positive integer, and $a(n)=\left[n^{\frac{1}{3}}\right], d(n)$ be divisor function, then

$$
\sum_{n \leq x} d(a(n))=\sum_{n \leq x} d\left(\left[n^{\frac{1}{3}}\right]\right)=\frac{1}{3} x \log x+\left(2 c-\frac{1}{3}\right) x+O\left(x^{\frac{5}{6}}\right)
$$

Where c is Euler's constant.
3. Let $n$ be a positive integer, and $a(n)=\left[n^{\frac{1}{k}}\right], d(n)$ be divisor function, then

$$
\sum_{n \leq x} d(a(n))=\sum_{n \leq x} d\left(\left[n^{\frac{1}{k}}\right]\right)=\frac{1}{k} x \log x+O(x)
$$

W. Yao [68] Let $n$ be a positive integer, and $a(n)=\left[n^{\frac{1}{k}}\right]$. For any real number $x>1$ we have

$$
\sum_{n \leq x} \sigma_{\alpha}(a(n))=\left\{\begin{array}{cl}
\frac{k \zeta(\alpha+1)}{\alpha+k} x^{\frac{\alpha+k}{k}}+O\left(x^{\frac{\beta+k-1}{k}}\right) & \text { if } \alpha>0 \\
\frac{1}{k} x \log x+O(x) & \text { if } \alpha=0 \\
\zeta(2) x+0\left(x^{\frac{k+\varepsilon-1}{k}}\right) & \text { if } \alpha=-1 \\
\zeta(1-\alpha) x+O\left(x^{\frac{\delta+k-1}{k}}\right) & \text { if } \alpha<0 \text { and } \alpha \neq-1
\end{array}\right.
$$

where $\sigma_{\alpha}(n)=\sum_{d \mid n} d^{\alpha}$ be the divisor function, $\zeta(n)$ be the Riemann Zeta function, $\beta=$ $\max \{1, \alpha\}, \delta=\max \{0,1+\alpha\}$ and $\varepsilon>0$ be an arbitrary real number.
X. He and J. Guo [17] 1. Let $n$ be a positive integer, and $a(n)=[\sqrt{n}], \varphi(n)$ be Euler totient function, then

$$
\sum_{n \leq x} \varphi(a(n))=\sum_{n \leq x} \varphi([\sqrt{n}])=\frac{4}{\pi^{2}} x^{\frac{3}{2}}+O(x \log x)
$$

2. Let $n$ be a positive integer, and $a(n)=\left[n^{\frac{1}{3}}\right], \varphi(n)$ be Euler totient function, then

$$
\sum_{n<x} \varphi(a(n))=\sum_{n \leq x} \varphi\left(\left[n^{\frac{1}{3}}\right]\right)=\frac{9}{2 \pi^{2}} x^{\frac{4}{3}}+O(x \log x) .
$$

3. Let $n$ be a positive integer, and $a(n)=\left[n^{\frac{1}{k}}\right], \varphi(n)$ be Euler totient function, then

$$
\sum_{n<x} \varphi(a(n))=\sum_{n \leq x} \varphi\left(\left[n^{\frac{1}{k}}\right]\right)=\frac{6 k}{(k+1) \pi^{2}} x^{\frac{k+1}{k}}+O(x \log x)
$$

Q. Feng and J. Guo [6] 1. Let $n$ be a positive integer, $a(n)=\left[n^{\frac{1}{2}}\right]$, we have

$$
\sum_{n \leq x} a(n)^{\frac{1}{3}}=\frac{6}{7} x^{\frac{7}{6}}+\frac{3}{4} x^{\frac{4}{3}}+C\left(x^{\frac{2}{3}}\right) .
$$

2. Let $n$ be a positive integer, $a(n)=\left[n^{\frac{1}{3}}\right]$, we have

$$
\sum_{n \leq x} a(n)^{\frac{1}{3}}=\frac{9}{10} x^{\frac{10}{9}}+O\left(x^{\frac{7}{9}}\right)
$$

3. Let $n, k$ be positive integers, $a(n)=\left[n^{\frac{1}{k}}\right]$, then we have

$$
\sum_{n \leqslant x} a(n)^{\frac{1}{2}}=\frac{2 k}{2 k+1} x^{\frac{2 k+1}{2}}+O\left(x^{\frac{2 x-1}{2 \pi}}\right)
$$

4. Let $n, k$ be positive integers, $a(n)=\left[n^{\frac{1}{2}}\right]$, then we have

$$
\sum_{k \leq x} a(n)^{\frac{1}{2}}=\frac{2 k}{2 k+1} x^{\frac{2 k+1}{2 k}}+O\left(x^{\frac{k+1}{2 k}}\right) .
$$

5. Let $n, k$ be positive integers, $a(n)=\left[n^{\frac{1}{3}}\right]$, we have

$$
\sum_{k \leq x} a(n)^{\frac{1}{k}}=\frac{3 k}{3 k+1} x^{\frac{3 k+1}{3 k}}+O\left(x^{\frac{2 k+1}{3 k}}\right) .
$$

6. Let $n, k$ be positive integers, $a(n)=\left[n^{\frac{1}{k}}\right]$, we have

$$
\sum_{k x}(a(n))^{\frac{1}{k}}=\frac{k^{2}}{k^{2}+1} x^{\frac{k^{2}+1}{k^{2}}}+O\left(x^{\frac{k^{2}-k+1}{k^{2}}}\right)
$$

For any fixed positive integer $k>1$ and any positive integer $n$, let $a_{k}(n)$ and $b_{k}(n)$ denote the inferior and superior $k$-power part of $n$ respectively. That is, $a_{k}(n)$ denotes the largest $k$ power less than or equal to $n$, and $b_{k}(n)$ denotes the smallest $k$-power greater than or equal to $n$ For example, let $k=2$, then $a_{2}(1)=a_{2}(2)=a_{2}(3)=1, a_{2}(4)=a_{2}(5)=a_{2}(6)=a_{2}(7)=4 \ldots$, $b_{2}(1)=1, b_{2}(2)=b_{2}(3)=b_{2}(4)=4, b_{2}(5)=b_{2}(6)=b_{2}(7)=b_{2}(8)=8, \cdots$.
F. Li [31] 1. For any complex number $s$ with Res $>2$, we have

$$
\sum_{n=1}^{\infty} \frac{\sigma\left(a_{k}(n)\right)}{\left(a_{k}(n)\right)^{s}}=\sum_{i=0}^{k-1} C_{k}^{i} \zeta(k s-i) \zeta(k s-k-i) \prod_{p}\left[1+p^{-(k s-i)} \frac{p-p^{k}}{1-p}\right]
$$

where $\zeta(s)$ denotes the Rieman zeta-function, and $\sigma(n)$ denotes the Dirichlet divisor function.
2. For any complex number $s$ with Res $>2$, we have

$$
\sum_{n=1}^{\infty} \frac{\sigma\left(b_{k}(n)\right)}{\left(b_{k}(n)\right)^{s}}=\sum_{i=0}^{k-1}(-1)^{k-i+1} C_{k}^{i} \zeta(k s-i) \zeta(k s-k-i) \prod_{p}\left[1+p^{-(k s-i)} \frac{p-p^{k}}{1-p}\right] .
$$

3. For any complex number $s$ with $\operatorname{Res}>2$, we have

$$
\sum_{n=1}^{\infty} \frac{\varphi\left(a_{k}(n)\right)}{\left(a_{k}(n)\right)^{s}}=\sum_{i=0}^{k-1} C_{k}^{i} \frac{\zeta(k s-k-i)}{\zeta(k s-k-i+1)},
$$

where $\varphi(n)$ denotes the Euler function.
4. For any complex number $s$ with Res $>2$, we have

$$
\sum_{n=1}^{\infty} \frac{\varphi\left(b_{k}(n)\right)}{\left(b_{k}(n)\right)^{s}}=\sum_{i=0}^{k-1}(-1)^{k-i+1} C_{k}^{i} \frac{\zeta(k s-k-i)}{\zeta(k s-k-i+1)} .
$$

X. Du [4] Let $a_{m}(n)=\left[n^{\frac{1}{m}}\right]$. Let $m$ be a fixed positive integer. Then for any real number $s>1$, the Dirichlet series $f(s)=\sum_{n=1}^{\infty} \frac{(-1)^{n}}{a_{m}^{s}(n)}$ is convergent and

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n}}{a_{m}^{s}(n)}=\left(\frac{1}{2^{s-1}}-1\right) \zeta(s)
$$

where $\zeta(s)$ is the Riemann zeta-function.
Taking $s=2$ and $s=3$ in the Theorem respectively, then we have the identities

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n}}{a_{m}^{2}(n)}=-\frac{\pi^{2}}{12} \quad \text { and } \quad \sum_{n=1}^{\infty} \frac{(-1)^{n}}{a_{m}^{3}(n)}=-\frac{3}{4} \zeta(3)
$$

Let $n$ be a positive integer. It is clear that there exists one and only one integer $k$ such that

$$
k^{m} \leq n<(k+1)^{m} .
$$

Define $b_{m}(n)=k^{m}$.
X. Du [4] Let $m$ be a fixed positive integer. Then for any real number $s>\frac{1}{m}$, the Dirichlet series $g_{m}(s)=\sum_{n=1}^{\infty} \frac{(-1)^{n}}{b_{m}^{s}(n)}$ is convergent and

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n}}{b_{m}^{s}(n)}=\left(\frac{1}{2^{m s-1}}-1\right) \zeta(m s)
$$

For any positive integer $s$ and $m \geq 2$, we have

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n}}{b_{m}^{s}(n)}=\sum_{n=1}^{\infty} \frac{(-1)^{n}}{b_{s}^{m}(n)}
$$

For any positive integer $m$, let $a(m)$ denotes the integer part of the $k$-th root of $m$. That is, $a(m)=\left[m^{1 / k}\right]$. T. Zhang studied the asymptotic properties of

$$
\sigma_{-\alpha}(f(a(m))),
$$

where $0<\alpha \leq 1$ be a fixed real number, $\sigma_{-\alpha}(n)=\sum_{l \mid n} \frac{1}{l^{\alpha}}, f(x)$ be a polynomial with integer coefficients.
T. Zhang and Y. Ma [83] Let $0<\alpha \leq 1$ be a fixed real number, $f(x)$ be a polynomial with integer coefficients. Then for any real number $x>1$, we have the asymptotic formula

$$
\sum_{m \leq x} \sigma_{-\alpha}(f(a(m)))=C_{f}(\alpha) x+O\left(x^{1-\alpha / k+\varepsilon}\right)
$$

where

$$
\sigma_{-\alpha}(n)=\sum_{l \mid n} \frac{1}{l^{\alpha}}, \quad C_{f}(\alpha)=\sum_{d=1}^{\infty} P_{f}(d) d^{-1-\alpha}, \quad P_{f}(d)=\sum_{f(n) \equiv 0(\bmod d), 0<n \leq d} 1
$$

and $\varepsilon$ denotes any fixed positive number.
H. Yang and R. Fu [69] Let $s_{k}(n)$ denote the integer part of $k$-th root of $n$. For any real number $x>1$, we have the asymptotic formula

$$
\sum_{n<x} \Omega\left(s_{k}(n)\right)=x \ln \ln x+(A-\log k) x+O\left(\frac{x}{\ln x}\right)
$$

where $\Omega(n)$ denotes the total number of prime divisors of $n, A$ is a constant.
R. Fu and H. Yang [7] 1. For any real number $x>1$ and any fixed positive integer $k>1$, we have the asymptotic formula

$$
\sum_{n \leq x} \frac{\varphi\left(s_{k}(n)\right)}{s_{k}(n)}=\frac{6}{\pi^{2}} x+O\left(x^{1-\frac{1}{k}-\varepsilon}\right)
$$

where $\varepsilon$ is any real number.
2. For any real number $x>1$ and any fixed positive integer $k>1$, we have the asymptotic formula

$$
\sum_{n \leq x} \frac{1}{\varphi\left(s_{k}(n)\right)}=\frac{k \zeta(2) \zeta(3)}{(k-1) \zeta(6)} x^{1-\frac{1}{k}}+A+O\left(x^{1-\frac{2}{k}} \log x\right)
$$

where $A=\gamma \sum_{n=1}^{\infty} \frac{\mu^{2}(n)}{n \varphi(n)}-\sum_{n=1}^{\infty} \frac{\mu^{2}(n) \log n}{n \varphi(n)}$.
H. Yang and R. Fu [69] Let $m$ be a fixed positive integer and $\varphi(n)$ be the Euler totient function, then for any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{n \leq x} \varphi\left(\left(s_{k}(n), m\right)\right)=h(m) x+(k+1) h(m)+O\left(x^{1-\frac{1}{2 k}+\varepsilon}\right)
$$

where $\left(s_{k}(n), m\right)$ denotes the greatest common divisor of $s_{k}(n)$ and $m, h(m)=\frac{\varphi(m)}{m} \prod_{p^{\alpha} \| m}\left(1+\alpha-\frac{\alpha-1}{p}\right)$, and $\varepsilon$ is any positive number.

For any positive integer $n$, let $m_{q}(n)=\left[n^{\frac{1}{k}}\right]$.
N. Gao [9] $m$ is any fixed positive integer, $\alpha$ is a real number. For any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x} \sigma_{\alpha}\left(\left(m_{q}(n), m\right)\right)=\frac{(2 k-1) \sigma_{1-\alpha}(m)}{m^{1-\alpha}} x+O\left(x^{1-\frac{1}{2 k}+\varepsilon}\right)
$$

where $\sigma_{\alpha}(n)=\sum_{d \mid n} d^{\alpha}, \varepsilon$ is any fixed positive number.
For any positive integer $n$, let $S g(n)$ denotes the smallest square greater than or equal to $n$. For example, $S g(1)=1, S g(2)=4, S g(3)=4, S g(4)=4 S g(5)=9, S g(6)=9, S g(7)=$ $9, \cdots, S g(9)=9, S g(10)=16 \cdots$ Let $S k(n)$ denote the smallest power $k$ greater than or equal to $n$, and $G k(n)=S k(n)-n$.
L. Ding [1] Let $x \geq 1$, we have the asymptotic formula

$$
\sum_{n \leq x} G k(n)=\frac{k^{2}}{2(2 k-1)} x^{\frac{2 k-1}{k}}+O\left(x^{\frac{2 k-2}{k}}\right)
$$

From this theorem. When $k=2,3$, it follows that

$$
\sum_{n \leq x}(S g(n)-n)=\frac{2}{3} x^{\frac{3}{2}}+O(x)
$$

Let $x \geq 1$ and $S_{c}(n)$ denotes the smallest cube greater than or equal to $n$, then

$$
\sum_{n \leq x}\left(S_{c}(n)-n\right)=\frac{9}{10} x^{\frac{5}{3}}+O\left(x^{\frac{4}{3}}\right) .
$$

For a fixed positive integer $k>1$, and any positive integer $n$, let $a(n)$ denote the largest k -th power less than or equal to $n, b(n)$ denote the smallest $k$-th power greater than or equal to $n$.
H. Zhang [78] 1. For any real number $x>1$, we have
$\sum_{n \leq x} d(a(n))=\frac{1}{k k!}\left(\frac{6}{k \pi^{2}}\right)^{k-1} A_{0} x \ln ^{k} x+A_{1} x \ln ^{k-1} x+\cdots+A_{k-1} x \ln x+A_{k} x+O\left(x^{1-\frac{1}{2 k}+\varepsilon}\right)$,
where $A_{0} A_{h}, \cdots A_{k}$ are constants, especially when $k$ equals to $2, A_{0}=1 ; d(n)$ denotes the Dirichlet divisor function, $\varepsilon$ is any fixed positive number.
2. For any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x} d(b(n))=\frac{1}{k k!}\left(\frac{6}{k \pi^{2}}\right)^{k-1} A_{0} x \ln ^{k} x+A_{1} x \ln ^{k-1} x+\cdots+A_{k-1} x \ln x+A_{k} x+O\left(x^{1-\frac{1}{2 k}+\varepsilon}\right)
$$

## §5. LCM ratio sequences

Let $\left(x_{1}, x_{2}, \ldots, x_{t}\right)$ and $\left[x_{1}, x_{2}, \ldots, x_{t}\right]$ denote the greatest common divisor and the least common multiple of any positive integers $x_{1}, x_{2}, \ldots, x_{t}$ respectively. Let $r$ be a positive integer with $r>1$. For any positive integer $n$, let

$$
T(r, n)=\frac{[n, n+1, \ldots, n+r-1]}{[1,2, \ldots, r]}
$$

then the sequences $S L R(r)=T(r, n)_{\infty}$ is called the F.Samarandache $L C M$ ratio sequences of degree $r$. M. Le [26] proved that

$$
\begin{aligned}
& T(3, n)=\left\{\begin{array}{l}
\frac{1}{6} n(n+1)(n+2), \text { if } n \text { is odd } \\
\frac{1}{12} n(n+1)(n+2), \text { if } n \text { is even }
\end{array}\right. \\
& T(4, n)=\left\{\begin{array}{l}
\frac{1}{24} n(n+1)(n+2)(n+3), \text { if } n \neq 0(\bmod 3) \\
\frac{1}{72} n(n+1)(n+2)(n+3), \text { if } n \equiv 0(\bmod 3)
\end{array}\right.
\end{aligned}
$$

Furthermore, Wang Ting [57] computing the value of $T(5, n)$ :

$$
T(5, n)= \begin{cases}\frac{1}{1440} n(n+1)(n+2)(n+3)(n+4), & \text { if } n \equiv 0,8(\bmod 12) \\ \frac{1}{120} n(n+1)(n+2)(n+3)(n+4), & \text { if } n \equiv 1,7(\bmod 12) \\ \frac{1}{720} n(n+1)(n+2)(n+3)(n+4), & \text { if } n \equiv 2,6(\bmod 12) \\ \frac{1}{360} n(n+1)(n+2)(n+3)(n+4), & \text { if } n \equiv 3,5,9,11(\bmod 12), \\ \frac{1}{480} n(n+1)(n+2)(n+3)(n+4), & \text { if } n \equiv 4(\bmod 12) \\ \frac{1}{240} n(n+1)(n+2)(n+3)(n+4), & \text { if } n \equiv 10(\bmod 12)\end{cases}
$$

R. Ma studied the recurrence relations between $T(r+1, n)$ and $T(r, n)$, and got three recurrence formulas for it.
R. Ma [46] 1. For any natural number $n$ and $r$, we have the recurrence formula:

$$
T(r+1, n)=\frac{n+r}{r+1} \cdot \frac{([1,2, \ldots, r], r+1)}{([n, n+1, \ldots, n+r-1], n+r)} \cdot T(r, n)
$$

Especially, if both $r+1$ and $n+r$ are primes, then we can get a simple formula

$$
T(r+1, n)=\frac{n+r}{r+1} \cdot T(r, n)
$$

2. For each natural number $n$ and $r$, we also have another recurrence formula:

$$
T(r, n+1)=\frac{n+r}{n} \cdot \frac{(n,[n+1, \ldots, n+r])}{([n, n+1, \ldots, n+r-1], n+r)} \cdot T(r, n)
$$

Especially, if both $n$ and $n+r$ are primes with $r<n$, then we can also get a simple formula

$$
T(r, n+1)=\frac{n+r}{n} \cdot T(r, n)
$$

If both $n$ and $n+r$ are primes with $r \geq n$, then we have

$$
T(r, n+1)=(n+r) \cdot T(r, n)
$$

3. For each natural number $n$ and $r$, we have

$$
\begin{aligned}
T(r+1, n+1) & =\frac{n+r}{n} \cdot \frac{n+r+1}{r+1} \cdot \frac{([1,2, \ldots, r], r+1)}{([n+1, \ldots, n+r], n+r+1)} \\
& \cdot \frac{(n,[n+1, \ldots, n+r])}{([n, n+1, \ldots, n+r-1], n+r)} \cdot T(r, n)
\end{aligned}
$$

T. Wang [56] 1. If $n \equiv 0,15 \bmod 20$, then

$$
S L R(6)=\frac{1}{7200} n(n+1)(n+2)(n+3)(n+4)(n+5) .
$$

If $n \equiv 1,2,6,9,13,14,17,18 \bmod 20$, then

$$
S L R(6)=\frac{1}{720} n(n+1)(n+2)(n+3)(n+4)(n+5)
$$

If $n \equiv 5,10 \bmod 20$, then

$$
S L R(6)=\frac{1}{3600} n(n+1)(n+2)(n+3)(n+4)(n+5) .
$$

If $n \equiv 3,4,7,8,11,12,16,19 \bmod 20$, then

$$
S L R(6)=\frac{1}{1440} n(n+1)(n+2)(n+3)(n+4)(n+5) .
$$

2. For any positive integer $n$, we have the following If $n \equiv 0,24,30,54$ mod 60 , then

$$
S L R(7)=\frac{1}{302400} n(n+1)(n+2)(n+3)(n+4)(n+5)(n+6) .
$$

If $n \equiv 1,13,17,37,41,53 \bmod 60$, then

$$
S L R(7)=\frac{1}{5040} n(n+1)(n+2)(n+3)(n+4)(n+5)(n+6) .
$$

If $n \equiv 2,8,16,22,26,28,32,38,46,52,56,58 \bmod 60$, then

$$
S L R(7)=\frac{1}{20160} n(n+1)(n+2)(n+3)(n+4)(n+5)(n+6) .
$$

If $n \equiv 3,27,51 \bmod 60$, then

$$
S L R(7)=\frac{1}{30240} n(n+1)(n+2)(n+3)(n+4)(n+5)(n+6)
$$

If $n \equiv 4,10,14,20,34,40,44,50 \bmod 60$, then

$$
S L R(7)=\frac{1}{100800} n(n+1)(n+2)(n+3)(n+4)(n+5)(n+6)
$$

If $n \equiv 5,25,29,49 \bmod 60$, then

$$
S L R(7)=\frac{1}{25200} n(n+1)(n+2)(n+3)(n+4)(n+5)(n+6)
$$

If $n \equiv 6,12,18,36,42,48 \bmod 60$, then

$$
S L R(7)=\frac{1}{60480} n(n+1)(n+2)(n+3)(n+4)(n+5)(n+6)
$$

If $n \equiv 7,11,23,31,43,47 \bmod 60$, then

$$
S L R(7)=\frac{1}{10080} n(n+1)(n+2)(n+3)(n+4)(n+5)(n+6)
$$

If $n \equiv 9,45 \bmod 60$, then

$$
S L R(7)=\frac{1}{75600} n(n+1)(n+2)(n+3)(n+4)(n+5)(n+6)
$$

If $n \equiv 15,39 \bmod 60$, then

$$
\operatorname{SLR}(7)=\frac{1}{151200} n(n+1)(n+2)(n+3)(n+4)(n+5)(n+6)
$$

If $n \equiv 19,55,59,35 \bmod 60$, then

$$
\operatorname{SLR}(7)=\frac{1}{50400} n(n+1)(n+2)(n+3)(n+4)(n+5)(n+6)
$$

If $n \equiv 21,33,57 \bmod 60$, then

$$
S L R(7)=\frac{1}{15120} n(n+1)(n+2)(n+3)(n+4)(n+5)(n+6)
$$

The Smarandache LCM ratio function of the second typeis defined as:

$$
S L(n, r)=\frac{[n, n-1, n-2, \ldots, n-r+1]}{[1,2,3, \ldots, r]}, r \leq n ; n, r \in N
$$

A. A. K. Majumdar [24] 1. For any $n \geq 1, \mathrm{SL}(n, 1)=n$. For any $n \geq 2, S L(n, 2)=$ $\frac{n(n-1)}{2}$.
2. For any $n \geq 3$,

$$
S L(n, 3)= \begin{cases}\frac{n(n-1)(n-2)}{6} & \text { if } n \text { is odd } \\ \frac{n(n-1)(n-2)}{12} & \text { if } n \text { is even }\end{cases}
$$

3. For any $n \geq 4$,

$$
S L(n, 4)=\left\{\begin{array}{l}
\frac{n(n-1)(n-2)(n-3)}{72} \text { if } 3 \text { divides } n, \\
\frac{n(n-1)(n-2)(n-3)}{24} \text { if } 3 \text { does not divide } n .
\end{array}\right.
$$

4. For any $n \geq 5$,

$$
S L(n, 5)= \begin{cases}\frac{n(n-1)(n-2)(n-3)(n-4)}{1440} & \text { if } n=12 m, 12 m+4 \\ \frac{n(n-1)(n-2)(n-3)(n-4)}{120} & \text { if } n=12 m+1,12 m+3,12 m+7,12 m+9 \\ \frac{n(n-1)(n-2)(n-3)(n-4)}{720} & \text { if } n=12 m+2 \\ \frac{n(n-1)(n-2)(n-3)(n-4)}{360} & \text { if } n=12 m+5,12 m+11 \\ \frac{n(n-1)(n-2)(n-3)(n-4)}{480} & \text { if } n=12 m+6,12 m+10 \\ \frac{n(n-1)(n-2)(n-3)(n-4)}{240} & \text { if } n=12 m+8\end{cases}
$$

S. M. Khairnar, A. W.Vyawahare and J. N. Salunke [23]

$$
\begin{gathered}
S L(n, r)-S L(n-1, r)=S L(n-1, r-1), r<n, \\
\frac{S L(n, r+1)}{S L(n, r)}=\frac{n-r}{r+1}, \\
\frac{1}{S L(n, r)}+\frac{1}{S L(n, r+1)}=\frac{n+1}{(r+1) \cdot S L(n, r+1)}, \\
S L(n, \tau) \cdot S L(n, r+1)=\frac{n^{2} \cdot(n-1)^{2} \cdot(n-2)^{2} \cdot(n-3)^{2} \cdots \cdots(n-r+1)^{2} \cdot(n-r)}{r!\cdot(r+1)!} .
\end{gathered}
$$

X. Pan [48] For any fixed positive integer n, we have

$$
T(n, n)^{\frac{1}{n}}=e+O\left(\exp \left(\frac{-c(\ln n)^{\frac{3}{5}}}{(\ln \ln n)^{\frac{1}{5}}}\right)\right)
$$

where $c$ is a positive constant and $\exp (y)=\mathrm{e}^{y}$.
Y. Li [38] For any fixed positive integer n, we have

$$
\left.T(5, n)=\left\{\begin{array}{ll}
\frac{1}{120} n(n+1)(n+2)(n+3)(n+4) & n \not \equiv 0(\bmod 2), n \not \equiv 0(\bmod 3), n \not \equiv 0(\bmod 4), n+1 \not \equiv 0(\bmod 3) \\
\frac{1}{240} n(n+1)(n+2)(n+3)(n+4) & n \equiv 0(\bmod 2), n \not \equiv 0(\bmod 3), n \not \equiv 0(\bmod 4), n+1 \not \equiv 0(\bmod 3)
\end{array}\right] \begin{array}{l}
\frac{1}{360} n(n+1)(n+2)(n+3)(n+4) \\
\frac{1}{480} n(n+1)(n+2)(n+3)(n+4), n \neq 0(\bmod 2), n \not \equiv 0(\bmod 2) \\
n \neq 0(\bmod 2), n \not \equiv 0(\bmod 3), n \not \equiv 0(\bmod 4), n+1 \not \equiv 0(\bmod 3), n \equiv 0(\bmod 4), n+1 \not \equiv 0(\bmod 3)
\end{array}\right] \begin{aligned}
& \frac{1}{720} n(n+1)(n+2)(n+3)(n+4)\left\{\begin{array}{l}
n \equiv 0(\bmod 2), n \not \equiv 0(\bmod 3), n \not \equiv 0(\bmod 4), n+1 \equiv 0(\bmod 3) \\
n \equiv 0(\bmod 2), n \equiv 0(\bmod 3), n \not \equiv 0(\bmod 4)
\end{array}\right. \\
& \frac{1}{1440} n(n+1)(n+2)(n+3)(n+4)\left\{\begin{array}{l}
n \equiv 0(\bmod 3), n \equiv 0(\bmod 4) \\
n \not \equiv 0(\bmod 3), n+1 \equiv 0(\bmod 3), n \equiv 0(\bmod 4)
\end{array}\right.
\end{aligned}
$$

## §6. Smarandache pseudo-odd, pseudo-even and pseudomultiples sequences

A number is called pseudo-even number if some permutation of its digits is an even number, including the identity permutation. For example: $0,2,4,6,8,10,12,14,16,18,20,21, \cdots$ are pseudo-even numbers. Let $A$ denote the set of all the pseudo-even numbers. Similarly, we can define the pseudo-odd number. That is, a number is called pseudo-odd number if some permutation of its digits is an odd number, such as $1,3,5,7,9,10,11,12,13, \cdots$ are pseudo-odd numbers. Let $B$ denote the set of all the pseudo-odd numbers.
X. Zhang and Y. Lou [80] 1. For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{\substack{n \in A \\ n \leq x}} f(n)=\sum_{n \leq x} f(n)+O\left(M x \frac{\ln 5}{\ln 10}\right)
$$

where $M=\max _{1<n<x}\{|f(n)|\}$.
2. For any real number $x \geq 1$, we have

$$
\sum_{\substack{n \in B \\ n \leq x}} f(n)=\sum_{n \leq x} f(n)+O\left(M x^{\frac{\ln 5}{\ln 10}}\right) .
$$

Y. Lou [43] 1. For any real number $x \geq 1$, we have the asymptotic formula

$$
\ln \left(x-\sum_{\substack{n \in A \\ n \leq x}} 1\right)=\frac{\ln 5}{\ln 10} \ln x+O(1)
$$

2. For any real number $x \geq 1$, we have the asymptotic formula

$$
\ln \left(x-\sum_{\substack{n \in B \\ n \leq x}} 1\right)=\frac{\ln 5}{\ln 10} \ln x+O(1)
$$

X. Liu and J. Guo [41] 1. For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{\substack{n \in B \\ n \leq x}} \frac{\varphi(x)}{n}=\frac{6}{\pi^{2}} x+O\left(\frac{1}{2}(\ln x)^{2}\right)
$$

where $\varphi(x)$ is Euler function.
2. For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{\substack{n \in B \\ n \leq x}} d(n)=\frac{6}{\pi^{2}} x(\ln x)^{3}+a x(\ln x)^{2}+b x \ln x+c \ln x+O\left(x^{\frac{\ln 5}{\ln 10}+\epsilon}\right)
$$

where $d(x)$ is the Dirichlet divisor function and $a, b, c$ are constants.
A number is called the second Smarandache pseudo-odd number if it is an even number, and some permutation of its digits is an odd number. For example: $10,12,14,16,18,30,32,34,36$, $38,50,52, \cdots$ are the second Smarandache pseudo-odd numbers. Let $A$ denote the set of all
the second Smarandache pseudo-odd numbers. Similarly, we can define the second Smarandache pseudo-even number. That is, a number is called the second Smarandache pseudo-even number if it is an odd number, and some permutation of its digits is an even number, such as $21,23,25,27,29,41,43,45,47,49, \cdots$ are the second Smarandache pseudo-even numbers. Let $B$ denote the set of all the second Smarandache pseudo-even numbers. Y. Liu studied the mean value properties of these two sequences.
Y. Liu [42] 1. For any real number $x>1$, we have the asymptotic formulae

$$
\sum_{\substack{n \in A \\ n \leq x}} 1=\frac{1}{2} x+O\left(x^{\frac{\ln 5}{\ln 10}}\right) \text { and } \sum_{\substack{n \in B \\ n \leq x}} 1=\frac{1}{2} x+O\left(x^{\frac{\ln 5}{\ln 10}}\right) .
$$

2. For any real number $x \geq 1$, let $d(n)$ denote the Dirichlet divisor function. then we have the asymptotic formulae

$$
\sum_{\substack{n \in A \\ n \leq z}} d(n)=\frac{3}{4} x \ln x+\left(\frac{3}{2} \gamma-\frac{\ln 2}{2}-\frac{3}{4}\right) x+O\left(x^{\frac{\ln 5}{\ln 10}+\varepsilon}\right)
$$

and

$$
\sum_{\substack{n \in B \\ n \leq x}} d(n)=\frac{1}{4} x \ln x+\left(\frac{1}{2} \gamma+\frac{\ln 2}{2}-\frac{1}{4}\right) x+O\left(x^{\frac{\ln 5}{\ln 10}+\varepsilon}\right)
$$

where $\gamma$ is the Euler constant, $\varepsilon$ is any fixed positive integer.
A positive integer is called pseudo-multiple of 5 if some permutation of its digits is a multiple of 5 . Let $C$ denote the set of pseudo-multiple of 5 numbers.
X. Wang and J. Guo [54] For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{n \in X} \frac{\varphi(n)}{n^{2}}=\frac{6 \ln x}{\pi^{2}}+O(1)
$$

where $\varphi(n)$ is Euler function.
Y. Lou [43] For any real number $x \geq 1$, we have the asymptotic formula

$$
\ln \left(x-\sum_{\substack{n \in C \\ n \leq x}} 1\right)=\frac{\ln 8}{\ln 10} \ln x+O(1)
$$

X. Wang [56] For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{\substack{n \in C \\ n \leq x}} f(n)=\sum_{n \leq x} f(n)+O\left(M x^{\frac{\ln 8}{\ln 10}}\right)
$$

where $M=\max _{1 \leq n \leq x}\{|f(n)|\}$. Taking $f(n)=d(n), \Omega(n)$ as the Dirichlet divisor function and the function of the number of prime factors respectively, then we have the following: For any real number $x \geq 1$, we have

$$
\sum_{\substack{n \in C \\ n \leq x}} d(n)=x \ln x+(2 \gamma-1) x+O\left(x^{\frac{\ln 8}{\ln 10}}+\epsilon\right)
$$

where $\gamma$ is the Euler constant, $\epsilon$ is any fixed positive number. And

$$
\sum_{\substack{n \in C \\ n<x}} \Omega(n)=x \ln \ln x+B x+O\left(\frac{x}{\ln x}\right)
$$

where $B$ is a computable constant.
C. Wu and Q. Yuan [55] 1. Let A denote the set of pseudo-multiple of 10 numbers. For any real number $x \geq 1$, we have

$$
\begin{aligned}
& \sum_{n \in A} \frac{1}{n}=\ln x+\gamma-C+O\left(x^{\frac{2 \ln 3}{\ln 10}-1}\right) \\
& \sum_{n \in B} \frac{1}{n}=\frac{9}{10} \ln x+\frac{9 \gamma}{10}+D+O\left(x^{\frac{2 \ln 3}{\ln 10}-1}\right)
\end{aligned}
$$

where $C, D$ are constants.
2. Let $A$ denote the set of pseudo-multiple of 10 numbers. For any real number $x \geq 1$, we have

$$
\sum_{n \in A} f(n)=\sum_{n \leqslant x} f(n)+O\left(M x^{\frac{2 \ln 3}{\ln 0}}\right)
$$

where $M=\max \{|f(n)|\}$.
For any real number $x>1$, let $[x]$ denote the expansion in base 10 of the integer part of $x:[x]=a_{m} 10^{m}+a_{m-1} 10^{m-1}+\cdots+a_{1} 10+a_{0}$, where $0 \leqslant a_{i} \leqslant 9(i=0,1, \cdots, m)$ are positive integer and $a_{m} \neq 0$. Let $k=\max \left\{i: a_{i}=0, i=0,1, \cdots, m\right\}$.
C. Wu and Q. Yuan [55] 1. For the pseudo-multiple of 10 numbers, we have
(1) If $0 \leqslant k<m$, we have $\sum_{\substack{n \in A \\ n \leqslant x}} 1=[x]-\frac{9}{8}\left(9^{m}-1\right)-\sum_{i=k+1}^{m}\left(a_{i}-1\right) 9^{i}$;
(2) If $k$ does not exist, we have $\sum_{n \in A} 1=[x]-\frac{9}{8}\left(9^{m}-1\right)-\sum_{i=0}^{m}\left(a_{i}-1\right) 9^{i}-1$.
2. For the second pseudo-multiple of 10 numbers, we have
(1) If $0<k<m$ and $a_{0}=0$, then

$$
\sum_{\substack{n \in B \\ n \leqslant x}} 1=[x]-\frac{9}{8}\left(9^{m}-1\right)-\sum_{i=k+1}^{m}\left(a_{i}-1\right) 9^{i}-\sum_{i=1}^{m} a_{i} 10^{i-1}-1
$$

If $0<k<m$ and $a_{0} \neq 0$, then

$$
\sum_{\substack{n \in B \\ n \leqslant x}} 1=[x]-\frac{9}{8}\left(9^{m}-1\right)-\sum_{i=k+1}^{m}\left(a_{i}-1\right) 9^{i}-\sum_{i=1}^{m} a_{i} 10^{i-1}
$$

(2) If $k$ does not exist, we have $\sum_{\substack{n \in B \\ n \leq x}} 1=[x]-\frac{9}{8}\left(9^{m}-1\right)-\sum_{i=0}^{m}\left(a_{i}-1\right) 9^{i}-\sum_{i=1}^{m} a_{i} 10^{i-1}-1$.
N. Wu [59] Let $A$ be a set of Smarandache pseudo-even number.
(1) If $0 \leq k \leq m$, then

$$
\begin{gathered}
\sum_{\substack{n \in A \\
n \leqslant x}} 1=[x]-\frac{5}{4}\left(5^{m}-1\right)-\sum_{i=k}^{m}\left[\frac{a_{i}}{2}\right] 5^{i}, \\
\sum_{\substack{n \in B \\
n \leqslant x}} 1=[x]-\frac{5}{4}\left(5^{m}-1\right)-\sum_{i=k}^{m}\left[\frac{a_{i}}{2}\right] 5^{i}-5 \times 10^{m-1}-5 \sum_{i=0}^{m}\left(a_{i}-1\right) 10^{i-1}-\left[\frac{a_{0}}{2}\right]-1 .
\end{gathered}
$$

(2) If $k$ does not exist, we have

$$
\begin{gathered}
\sum_{\substack{n \in A \\
n \leq x}} 1=[x]-\frac{5}{4}\left(5^{m}-1\right)-\sum_{i=0}^{m}\left[\frac{a_{i}}{2}\right] 5^{i}-1 . \\
\sum_{\substack{n \in B \\
n \leq x}} 1=[x]-\frac{5}{4}\left(5^{m}-1\right)-\sum_{i=0}^{m}\left[\frac{a_{i}}{2}\right] 5^{i}-5 \times 10^{m-1}-5 \sum_{i=0}^{m}\left(a_{i}-1\right) 10^{i-1}-\left[\frac{a_{0}}{2}\right]-2 .
\end{gathered}
$$

Let $A(n)$ denote the sum of all the digits of the base 10 digits of $n$. That is,

$$
A(n)=\sum_{i=0}^{k} a_{i}
$$

if $n=a_{k} 10^{k}+a_{k-1} 10^{k-1}+\cdots+a_{1} 10+a_{0}$.
Z. Li [35] 1. For any integer number $x \geq 1$, we have the asymptotic formula

$$
\sum_{\substack{n \in C \\ n \leq x}} A^{m}(n)=x\left(\frac{9}{2} \log x\right)^{m}+O\left(x(\log x)^{m-1}\right)
$$

2. Let $B$ denote the set of all Smarandache Pseudo-even numbers. For any integer number $x \geq 1$, we have the asymptotic formula

$$
\sum_{\substack{n \in B \\ n \leq x}} A^{m}(n)=x\left(\frac{9}{2} \log x\right)^{m}+O\left(x(\log x)^{m-1}\right)
$$

3. Let $C$ denote the set of all Smarandache Pseudo-odd numbers. For any integer number $x \geq 1$, we have the asymptotic formula

$$
\sum_{\substack{n \in C \\ n \leq x}} A^{m}(n)=x\left(\frac{9}{2} \log x\right)^{m}+O\left(x(\log x)^{m-1}\right)
$$

A positive integer is called the second class pseudo-multiple of 5 if it is not a multiple of 5 , but its some permutation of its digits is a multiple of 5 . For convenience, let $B$ denote the set of all second class pseudo-multiple of 5 sequences.
N. Gao [9] For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{\substack{n \in B \\ n \leq x}} d(n)=\frac{16}{25} x\left(\ln x+2 \gamma-1+\frac{\ln 5}{2}\right)+O\left(x^{\frac{\ln 8}{\ln 10}+\varepsilon}\right)
$$

where $d(n)$ is the Dirichlet divisor function, $\gamma$ is the Euler constant, and $\varepsilon$ denotes any fixed positive number.
X. Wang and J. Guo [54] For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{n \in B} \frac{\varphi(n)}{n^{2}}=\frac{144 \ln x}{25 \pi^{2}}+O(1)
$$

where $\varphi(n)$ is the Euler function.
J. Li [36] 1. For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{\substack{n \in B \\ n \leq x}} \frac{1}{n}=\frac{4}{5} \ln x+\frac{4 \gamma+\ln 5}{5}-c+O\left(x^{\frac{\ln 8}{\ln 10}-1}\right),
$$

where $c$ is a constant.
2. Let $A$ denote the set of all the second Smarandache Pseudo-even numbers. For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{\substack{n \in B \\ n \leq x}} \frac{1}{n}=\frac{1}{2} \ln x+\frac{\gamma+\ln 2}{2}-c+O\left(x^{-\ln 2}\right),
$$

where $c$ is a constant.
3. Let $D$ denote the set of all the second Smarandache Pseudo-odd numbers. For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{\substack{n \in C \\ n \leq x}} \frac{1}{n}=\frac{1}{2} \ln x+\frac{\gamma+\ln 2}{2}-c+O\left(x^{-\ln 2}\right)
$$

where $c$ is a constant.

## §7. Simple sequences

A number $n$ is called simple number if the product of its proper divisors is less than or equal to $n$. For example: $2,3,4,5,6,7,8,9,10,11,13,14,15,17,19,21, \cdots$. In problem 23 of [1], Professor F.Smarandach asked us to study the properties of the sequence of the simple numbers. Let $A$ is a set of simple numbers, that is, $A=\{2,3,4,5,6,7,8,9,10,11,13,14,15,17,19,21, \cdots\}$. In this paper, we use the elementary methods to study the properties of this sequence, and give several interesting asymptotic formulae. That is, we shall prove the following:
H. Liu and Wenpeng Zhang [32] 1. For any positive number $x>1$, we have the asymptotic formula

$$
\sum_{\substack{n \in A \\ n \leq x}} \frac{1}{n}=(\ln \ln x)^{2}+B_{1} \ln \ln x+B_{2}+O\left(\frac{\ln \ln x}{\ln x}\right)
$$

where $B_{1}, B_{2}$ are the constants.
2. For any positive number $x>1$, we have the asymptotic formula

$$
\sum_{\substack{n \in A \\ n \leq x}} \frac{1}{\phi(n)}=(\ln \ln x)^{2}+C_{1} \ln \ln x+C_{2}+O\left(\frac{\ln \ln x}{\ln x}\right)
$$

where $C_{1}, C_{2}$ are the constants, $\phi(n)$ is Euler function.
3. For any positive number $x>1$, we have the asymptotic formula

$$
\sum_{\substack{n \in A \\ n \leq x}} \frac{1}{\sigma(n)}=(\ln \ln x)^{2}+D_{1} \ln \ln x+D_{2}+O\left(\frac{\ln \ln x}{\ln x}\right)
$$

where $D_{1}, D_{2}$ are the constants, $\sigma(n)$ is divisor function.
For $n>1$, let $n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{k}^{\alpha_{k}}$ denote the factorization of $n$ into prime powers. If one of the divisor $d$ of $n$ satisfying $\tau(d) \leq 4$ (where $\tau(n)$ denotes the numbers of all divisors of $n$ ), then we call $d$ as a simple number divisor. Define

$$
\tau_{s p}(n)=\sum_{\frac{\sum}{d \mid n}} 1,
$$

which we called the simple function.
Q. Yang [70] For any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x} \tau_{s p}(n)=\frac{1}{2} x(\log \log x)^{2}+\frac{1}{2}(a+1) x \log \log x+\left(\frac{b+A}{2}+B+C\right) x+O\left(\frac{x \log \log x}{\log x}\right)
$$

where $a$ and $b$ are two computable constants, $A=\gamma+\sum_{p}(\log (1-1 / p)+1 / p), \gamma$ is the Euler constant, $B=\sum_{p} \frac{1}{p^{2}}$ and $C=\sum_{p} \frac{1}{p^{3}}$.

Let $A$ denote the set of all the simple numbers. Generally speaking, $n$ has the form: $n=$ $p$, or $p^{2}$, or $p^{3}$, or $p q$, where $p$ and $q$ are distinct primes. In [2], Jason Earls defined sop $f r(n)$ as a new Smarandache sequence as following: Let sopf $r(n)$ denote the sum of primes dividing $n$ (with repetition). That is,

$$
\text { sopf } r(n)=\sum_{p \mid n} p
$$

For example:

$$
\begin{array}{ccccccccccccccccccc}
n & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 & 16 & 17 & 18 \\
\operatorname{sopf} r(n) & 0 & 2 & 3 & 4 & 5 & 5 & 7 & 6 & 6 & 7 & 11 & 7 & 13 & 9 & 8 & 8 & 17 & 8
\end{array}
$$

X. Zhang and M. Yang [78] For any real number $x \geq 1$, we have

$$
\sum_{n \in A} \operatorname{sopf} r(n)=A_{1} \frac{x^{2}}{\ln x}+A_{2} \frac{x^{2}}{\ln ^{2} x}+O\left(\frac{x^{2}}{\ln ^{3} x}\right)
$$

where $A_{1}, A_{2}$ are computable constants.
Let $S_{p}(x)=\min \left\{m \in \mathbb{N}^{+}: p^{x} \leq m!!\right\}$ and $S_{p}^{*}(x)=\min \left\{m \in \mathbb{N}^{+}: m!!\leq p^{x}\right\}$ where $m!!=2 \times 4 \times \cdots \times m$ if $m$ is an even and $m!!=1 \times 3 \times \cdots \times m$ if $m$ is an odd. Then $S_{p}(x)$ and $S_{p}^{*}(x)$ are called the additive analogue of Smarandache simple function.
M. Zhu [85] 1. For any real number $x \geq 1$, we have

$$
\sum_{n \leq x} d\left(S_{p}(n)\right)=2 x(\ln x-2 \ln \ln x)+O(x \ln p) .
$$

2. For any real number $x \geq 1$, we have

$$
\sum_{n \leq x} d\left(S_{p}^{*}(n)\right)=2 x(\ln x-2 \ln \ln x)+O(x \ln p)
$$

Let $S d f(n)=\min \left\{m \in \mathbb{N}^{+}: n \mid m!!\right\}$ and $a_{k}(n)=\left[n^{\frac{1}{k}}\right]$.
M. Zhu [86] For any real number $x \geq 1$, we have

$$
\sum_{n \leq x} S d f\left(a_{k}(n)\right)=\frac{7 \pi^{2}}{12(k+1)} \frac{x^{\frac{k+1}{k}}}{\ln x}+O\left(\frac{x^{\frac{k+1}{k}}}{\ln ^{2} x}\right) .
$$

## $\S 8$. The primitive numbers

Let $p$ be a prime, $n$ be any positive integer, $S_{p}(n)$ denotes the smallest integer such that $S_{p}(n)$ ! is divisible by $p^{n}$. For example, $S_{3}(1)=3, S_{3}(2)=6, S_{3}(3)=9, S_{3}(4)=9, \cdots$.
Y. Yi and F. Liang [72] For any real number $x \geq 2$, let $p$ be a prime and $n$ be any positive integer. Then we have the asymptotic formula

$$
\sum_{n \leq x} \frac{1}{p}\left|S_{p}\left(a_{n+1}\right)-S_{p}\left(a_{n}\right)\right|=x^{\frac{1}{k}} \cdot\left(1-\frac{1}{p}\right)+O_{k}\left(\frac{\ln x}{\ln p}\right)
$$

where $O_{k}$ denotes the $O$-constant depending only on parameter $k$.
L. Ding [3] 1. Let $p$ be an odd prime, $m_{i}$ be positive integer. Then we have the triangle inequality

$$
S_{p}\left(\sum_{i=1}^{k} m_{i}\right) \leq \sum_{i=1}^{k} S_{p}\left(m_{i}\right)
$$

2. There are infinite integers $m_{i}(i=1,2, \cdots, k$.) satisfying

$$
S_{p}\left(\sum_{i=1}^{k} m_{i}\right)=\sum_{i=1}^{k} S_{p}\left(m_{i}\right) .
$$

W. Zhang and D. Liu [77] For any fixed prime $p$ and any positive integer $n$, we have the asymptotic formula

$$
S_{p}(n)=(p-1) n+O\left(\frac{p}{\ln p} \cdot \ln n\right)
$$

M. Liu [40] For any fixed positive integer $k>1$ and any positive integer $n$, we have the asymptotic formula

$$
S_{k}(n)=\alpha(p-1) n+O\left(\frac{p}{\ln p} \ln n\right)
$$

where $k=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{r}^{\alpha_{r}}$ be the factorization of $k$ into prime powers, and $\alpha(p-1)=\max _{1 \leq i \leq r}\left\{\alpha_{i}\left(p_{i}-\right.\right.$ 1) $\}$.
Z. Xu [62] For any prime $p$ and complex number $s$, we have the identity:

$$
\sum_{n=1}^{\infty} \frac{1}{S_{p}^{s}(n)}=\frac{\zeta(s)}{p^{s}-1}
$$

where $\zeta(s)$ is the Riemann zeta-function.
Specially, taking $s=2,4$ and $p=2,3,5$, we have

$$
\begin{gathered}
\sum_{n=1}^{\infty} \frac{1}{S_{2}^{2}(n)}=\frac{\pi^{2}}{18} ; \quad \sum_{n=1}^{\infty} \frac{1}{S_{3}^{2}(n)}=\frac{\pi^{2}}{48} ; \quad \sum_{n=1}^{\infty} \frac{1}{S_{5}^{2}(n)}=\frac{\pi^{2}}{144} ; \\
\sum_{n=1}^{\infty} \frac{1}{S_{2}^{4}(n)}=\frac{\pi^{4}}{1350} ; \quad \sum_{n=1}^{\infty} \frac{1}{S_{3}^{4}(n)}=\frac{\pi^{4}}{7200} ; \quad \sum_{n=1}^{\infty} \frac{1}{S_{5}^{4}(n)}=\frac{\pi^{4}}{56160} .
\end{gathered}
$$

Z. Xu [62] Let $p$ be any fixed prime. Then for any real number $x \geq 1$, we have the asymptotic formula:

$$
\sum_{\substack{n=1 \\ s_{p}(n) \leq x}}^{\infty} \frac{1}{S_{p}(n)}=\frac{1}{p-1}\left(\ln x+\gamma+\frac{p \ln p}{p-1}\right)+O\left(x^{-\frac{1}{j}+\epsilon}\right)
$$

where $\gamma$ is the Euler constant, c denotes any fixed positive number.
Z. Xu [62] Let $k$ be any positive integer. Then for any prime $p$ and real number $x \geq 1$, we have the asymptotic formula:

$$
\sum_{\substack{n=1 \\ s_{p}(n) \leq x}}^{\infty} S_{p}^{k}(n)=\frac{x^{k+1}}{(k+1)(p-1)}+O\left(x^{k+\frac{1}{2}+\epsilon}\right)
$$

W. Zhu [87] For any prime $p$, we have the calculating formulas
(1) $\sum_{d \mid n} S_{p}(d)=p \sigma(n)$, if $1 \leq n \leq p$;
(2) $\sum_{d \mid n} S_{p}(d)=p \sigma(n)-(n-1) p$, if $p<n \leq 2 p$, where $\sigma(n)$ denotes the summation over all divisors of $n$.
W. Zhu [88] Let $p$ be a prime. Then for any positive integers $n$ and $k$ with $1 \leq n \leq p$ and $1<k<p$, we have the identities:

$$
\begin{gathered}
S_{p}(k n)=k S_{p}(n), \text { if } 1<k n<p \\
S_{p}(k n)=k S_{p}(n)-p\left[\frac{k n}{p}\right], \quad i f p<k n<p^{2},
\end{gathered}
$$

where $[x]$ denotes the integer part of $x$.
Y. Yi [72] For any real number $x \geq 2$, let $p$ be a prime and $n$ be any positive integer. Then we have the asymptotic formula

$$
\frac{1}{p} \sum_{n<x}\left|S_{p}(n+1)-S_{p}(n)\right|=x\left(1-\frac{1}{p}\right)+O\left(\frac{\ln x}{\ln p}\right)
$$

L. Ding [2] For any real number $x \geq 2$, let $n$ be any positive integer. Then we have the asymptotic formula

$$
\sum_{p \leq x} S_{p}(n)=\frac{n x^{2}}{2 \log x}+\sum_{m=1}^{k-1} \frac{n a_{m} x^{2}}{\log ^{m+1} x}+O\left(\frac{n x^{2}}{\log ^{k+1} x}\right)
$$

where $a_{m}(m=1,2, \cdots, k-1)$ are computable constants.

## §9. The Smarandache $k n$-digital sequences

For any positive integer $n$ and any fixed positive integer $k \geq 2$, the Smarandache $k n$ -digital subsequence $\left\{S_{k}(n)\right\}$ is defined as the numbers $S_{k}(n)$, which can be partitioned into two groups such that the second is $k$ times bigger than the first. For example, The Smarandache $4 n$-digital subsequence are: $S_{4}(1)=14, S_{4}(2)=28, S_{4}(3)=312 S_{4}(4)=$ $416, S_{4}(5)=520, S_{4}(6)=624, S_{4}(7)=728, S_{4}(8)=832, S_{4}(9)=936, S_{4}(10)=1040 S_{4}(11)=$ $1144, S_{4}(12)=1248, S_{4}(13)=1352, S_{4}(14)=1456, S_{4}(15)=1560, \cdots$. The Smarandache $5 n$-digital subsequence are: $S_{5}(1)=15, S_{5}(2)=210, S_{5}(3)=315, S_{5}(4)=420, S_{5}(5)=$ $525, S_{5}(6)=630, S_{5}(7)=735, S_{5}(8)=840, S_{5}(9)=945, S_{5}(10)=1050 S_{5}(11)=1155, S_{5}(12)=$ $1260, S_{5}(13)=1365, S_{5}(14)=1470, S_{5}(15)=1575, \cdots$.
C. Zhang and Y. Liu [75] Let $z$ be a real number. If $z>\frac{1}{2}$, then the infinite series

$$
f(z, k)=\sum_{n=1}^{+\infty} \frac{1}{S_{k}^{z}(n)}
$$

is convergent. If $z \leq \frac{1}{2}$, then the infinite series is divergent. In these Smarandache $k n$-digital subsequences, it is very hard to find a complete square number.

For any positive integer $n$, the Smarandache Prime- Digital Subsequence (SPDS) is defined as follows:
A positive integer $n$ is an element of $S P D S$, if it satisfies the following properties:
a) $m$ is a prime.
b) All of the digits of $m$ are prime, i.e, they are all elements of the set $\{2,3,5,7\}$.

For example, the first few values of $S P D S$ are: $2,3,5,7,23,53,73,223,227,233,257,277,377, \cdots$.
S. Shang and J. Su [52] Let $S P D S N(n)$ denote the number of all elements of $S P D S$ that are less than or equal to $n$, and $\pi(n)$ denote the number of all primes not exceeding $n$. Then we have the limit

$$
\lim _{n \rightarrow \infty} \frac{\operatorname{SPDSN}(n)}{\pi(n)}=0
$$

H. Le studied the hybrid mean value properties of the Smarandache $k n$-digital sequence with $S L(n)$ function and divisor function $d(n)$, where $S L(n)$ is defined as the smallest positive integer $k$ such that $n \mid[1,2, \ldots, k]$, that is $S L(n)=\min \{k: k \in N, n \mid[1,2, \ldots, k]\}$. And obtained the following results:
H. Le [25] 1. Let $1<k<9$, then for any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x} \frac{S L(n)}{S_{k}(n)}=\frac{3 \pi^{2}}{k \cdot 20} \cdot \ln \ln x+O(1)
$$

2.Let $1<k<9$, then for any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x} \frac{d(n) \cdot S L(n)}{S_{k}(n)}=\frac{\pi^{4}}{k \cdot 20} \cdot \ln \ln x+O(1)
$$

S. Gou [10] Let $k \in \mathbf{N}$. If either $2 \leqslant k \leqslant 5$ or $6 \leqslant k \leqslant 9$. For any positive number $x$, we have

$$
\sum_{1 \leqslant n \leqslant x} \frac{n}{S_{k}(n)}=\frac{9}{k \cdot 10 \cdot \ln 10} \ln x+O(x)
$$

S. Gou [12] 1. Let $k$ be an integer and $1 \leqslant k \leqslant 9$, for any positive number $x$, we have

$$
\sum_{n \leqslant x} \frac{\sigma(n)}{S_{k}(n)}=\frac{3 \pi^{2}}{k \cdot 20 \cdot \ln 10} \cdot \ln x+O(1)
$$

2. Let $p$ be a prime, $k$ be an integer and $1 \leqslant k \leqslant 9$, for any positive number $x$, we have

$$
\sum_{p \leq x} \frac{p}{S_{k}(p)}=\frac{9}{k \cdot 10 \cdot \ln 10} \cdot \ln \ln x+O(1)
$$

J. Hu, Y. He and H. Bai [18] For any positive integer $N>1$, we have

$$
\sum_{n_{i} N} \frac{n}{S_{3}(n)}=\frac{3}{10 \ln 10} \cdot \ln N+O(1)
$$

For any positive integer $n$. the famous Smarandache $3 n$-digital sequence is defined as $\left\{a_{n}\right\}=\{13,26,39,412,515,618,721,824, \cdots$,$\} . That is, the numbers that can be partitioned$ into two groups such that the second is three times bigger than the first. For example, $a_{10}=$ $1030, a_{21}=2163, a_{32}=3296, a_{100}=100300, \cdots$. Professor Zhang Wenpeng proposed the following conjecture: There does not exist any complete square number in the Smarandache $3 n-$ digital sequence $\left\{a_{n}\right\}$. That is, the equation $a_{n}=m^{2}$ has no positive integer solution. N . Wu studied this problem, and prove that the Zhang's conjecture is correct for some special positive integers.
$\mathbf{N} . \mathbf{W u}$ [59] 1. If positive integer $n$ is a square-free number (That is, for any prime $p$, if $p \mid n$, then $\left.p^{2} \nmid n\right)$, then $a_{n}$ is not a complete square number.
2. If positive integer $n$ is a complete square number, then $a_{n}$ is not a complete square number. If $a_{n}$ be a complete square number, then we must have

$$
n=2^{2 \alpha_{1}} \cdot 3^{2 \alpha_{2}} \cdot 5^{2 \alpha_{3}} \cdot 11^{2 \alpha_{4}} \cdot n_{1},
$$

where $\left(n_{1}, 330\right)=1$.
S. Gou [13] For any positive integer $N>1$, we have

$$
\sum_{n<N} \ln a_{n}=2 N \ln N+O(N) .
$$
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## §1. the Pseudo-Smarandache-Squarefree function

For any positive integer $n$, the Pseudo-Smarandache-Squarefree function $Z \omega(n)$ is defined as the smallest integer $m$ such that $m^{n}$ is divisible by $n$. That is,

$$
Z \omega(n)=\min \left\{m: n \mid m^{n}, m \in N\right\}
$$

where $N$ denotes the set of all positive integers.

In reference [28], Felice Russo studied the properties of $Z \omega(n)$, and proposed some new problems and conjectures. Many scholars have studied these issues, have made great achievements, and have solved some of them.
M. Le [17]. 1. If $n>1$, then $Z \omega(n)=p_{1} p_{2} \ldots p_{k}$, where $p_{1} p_{2} \ldots p_{k}$ are distinct prime divisors of $n$.
2. The difference $|Z \omega(n+1)-Z \omega(n)|$ is unbounded.
3. $Z \omega(n)$ is not a Lipschitz function.
4. $P=\bigcap_{n=1}^{\infty} \frac{1}{Z \omega(n)}=0$
5. For any positive number $a$,

$$
S(a)=\sum_{n=1}^{\infty} \frac{1}{(Z \omega(n))^{a}} \quad(a \in \mathbb{R}, a>0)
$$

is divergence.
6. The following three equations have no positive integer solutions $n$.

$$
Z \omega(n)=Z \omega(n+1) \cdot Z \omega(n+2)
$$

$$
\begin{gathered}
Z \omega(n) \cdot Z \omega(n+1)=Z \omega(n+2) \\
Z \omega(n) \cdot Z \omega(n+1)=Z \omega(n+2) \cdot Z \omega(n+3) .
\end{gathered}
$$

7. The equation $Z \omega(m n)=m^{k} Z \omega(n)$ has infinitely many positive integer solutions ( $m, n, k$ ). Moreover, every solution $(m, n, k)$ of the equation can be expressed as

$$
m=p_{1} p_{2} \ldots p_{r}, n=t, k=1
$$

where $p_{1} p_{2} \ldots p_{r}$ are distinct primes, $t$ is a positive integer with $\operatorname{gcd}(m, t)=1$.
8. The equation

$$
(Z \omega(n))^{k}=k \cdot Z \omega(k n), k, n \in \mathbb{N}, k>1, n>1
$$

has infinitely many solutions $(n, k)$. Moreover, every solution $(n, k)$ of the equation can be expressed as

$$
n=2^{r}, k=2, r \in \mathbb{N}
$$

9. The equation

$$
(Z \omega(n))^{k}+(Z \omega(n))^{k-1}+\ldots+Z \omega(n)=n, k, n \in \mathbb{N}, k>1
$$

has no isolutions ( $n, k$ ).
H. Liu and J. Gao [25]. 1. For any real numbers $\alpha$, $s$ with $s-\alpha>1$ and $\alpha>0$, we have

$$
\sum_{n=1}^{\infty} \frac{Z \omega^{\alpha}(n)}{n^{s}}=\frac{\zeta(s) \zeta(s-\alpha)}{\zeta(2 s-2 \alpha)} \prod_{p}\left[1-\frac{1}{p^{s}+p^{\alpha}}\right]
$$

where $\zeta(s)$ is the Riemann zeta function, $\prod_{p}$ denotes the product over all prime numbers.
2. For any real numbers $\alpha>0$ and $x \geq 1$, we have

$$
\sum_{n \leq x} Z \omega^{\alpha}(n)=\frac{\zeta(\alpha+1) x^{\alpha+1}}{\zeta(2)(\alpha+1)} \prod_{p}\left[1-\frac{1}{p^{\alpha}(p+1)}\right]+O\left(x^{\alpha+\frac{1}{2}+\varepsilon}\right) .
$$

Noting that $\sum_{n \leq x} Z \omega^{0}(n)=x+O(1)$ and $\lim _{\alpha \rightarrow 0^{+}} \alpha \zeta(\alpha+1)=1$, so from 2 we immediately have the limit

$$
\lim _{\alpha \rightarrow 0^{+}} \frac{1}{\alpha} \prod_{p}\left(1-\frac{1}{p^{\alpha}(p+1)}\right)=\zeta(2)
$$

$\mathbf{J . ~ L i}[\mathbf{2 2}]$. For any positive integer $k>1$, we have the asymptotic formula

$$
\frac{Z \omega(k)}{\theta(k)}=\frac{Z \omega(k)}{\sum_{n \leq k} \ln (Z \omega(n))}=O\left(\frac{1}{\ln k}\right)
$$

B. Cheng [1]. 1. Let $k>1$ be an integer, then for any positive integer $m_{1} m_{2} \ldots m_{k}$, we have the inequality

$$
\sqrt[k]{Z \omega\left(\prod_{i=1}^{k} m_{i}\right)}<\frac{\sum_{i=1}^{k} Z \omega\left(m_{i}\right)}{k} \leq Z \omega\left(\prod_{i=1}^{k} m_{i}\right)
$$

and the equality holds if and only all $m_{1} m_{2} \ldots m_{k}$ have the same prime divisors.
2. For any positive integer $k \geq 1$, the equation

$$
\sum_{i=1}^{k} Z \omega\left(m_{i}\right)=Z \omega\left(\sum_{i=1}^{k} m_{i}\right)
$$

has infinity positive integer solutions ( $m_{1} m_{2} \ldots m_{k}$ ).
W. Xiong [35]. For any positive integer $n>1$, we have the asymptotic formula

$$
\frac{1}{n} \sum_{k=2}^{n} \frac{\ln (Z \omega(k))}{\ln k}=1+O\left(\frac{1}{\ln n}\right)
$$

Noting that from this theorem we immediately have the limit

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=2}^{n} \frac{\ln (Z \omega(k))}{\ln k}=1
$$

The above scholars studied the mean value of $Z \omega(n)$, and gave a few asymptotic formulae. Then some scholars used the elementary and analytic method to study the hybrid mean value involving the Pseudo-Smarandache-Squarefree function and other number theory functions, and give interesting asymptotic formulae.

Definition 1. For any positive integer $n$, the famous Smarandache function $S(n)$ is defined by

$$
S(n)=\min \{k: k \in N, n \mid k!\} .
$$

W. Guan [9]. 1.The following three equations have no positive integer solution.

$$
\begin{gathered}
Z \omega(n)=Z \omega(n+1) \cdot Z \omega(n+2) \\
Z \omega(n) \cdot Z \omega(n+1)=Z \omega(n+2) \\
Z \omega(n) \cdot Z \omega(n+1)=Z \omega(n+2) \cdot Z \omega(n+3) .
\end{gathered}
$$

2. There exist infinite positive integers $n$ such that the equation $S(n)=Z \omega(n)$.
X. Fan [3]. 1. Let $k \geq 2$ be any fixed positive integer. Then for any real number $x \geq 2$, we have the asymptotic formula

$$
\sum_{n \leq x} Z \omega(S(n))=\frac{\pi^{2}}{12} \cdot \frac{x^{2}}{\ln x}+\sum_{i=2}^{k} \frac{c_{i} \cdot x^{2}}{\ln ^{i} x}+O\left(\frac{x^{2}}{\ln ^{k+1} x}\right)
$$

where $c_{i}(i=1,2, \ldots, k)$ are computable constants.
2. Let $k \geq 2$ be any fixed positive integer. Then for any real numbers $x \geq 2$, we have the asymptotic formula

$$
\sum_{n \leq x} Z \omega(n) \cdot S(n)=\frac{\zeta(2) \zeta(3)}{3 \zeta(4)} \prod_{p}\left(1-\frac{1}{p+p^{3}}\right) \cdot \frac{x^{3}}{\ln x}+\sum_{i=2}^{k} \frac{e_{i} \cdot x^{3}}{\ln ^{i} x}+O\left(\frac{x^{3}}{\ln ^{k+1} x}\right)
$$

where $\zeta(s)$ is the Riemann zeta function, $\prod_{p}$ denotes the product over all prime numbers, $e_{i}(i=1,2, \ldots, k)$ are computable constants.

Second, we define a new Pseudo-Smarandache function $K(n)=m=\frac{n(n+1)}{2}+k$, where $k$ is the smallest natural number such that $n \mid m$. Then Y. Wang studied the mean value properties of the new composite function $Z \omega\left(K(n)-\frac{n(n+1)}{2}\right)$.
Y. Wang [31]. For any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{n \leq x} Z \omega\left(K(n)-\frac{n(n+1)}{2}\right)=\frac{9}{40} x^{2} \prod_{p}\left(1-\frac{1}{p+p^{2}}\right)+O\left(x^{1.5+\varepsilon}\right)
$$

where $\prod_{p}$ denotes the product over all prime numbers, $\varepsilon$ is any fixed positive number.

Definition 2. For any positive integer n, the least prime divisor function and the greatest prime divisor function $V(n), U(n)$ are defined as:
(1) $V(1)=U(1)=1$;
(2) $n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \ldots p_{r}^{\alpha_{r}}$ is the standard decomposition of $n$, when $n>1$. Then

$$
\begin{aligned}
& V(n)=\min _{1 \leq i \leq r}\left\{\alpha_{1} p_{1}, \alpha_{2} p_{2}, \ldots, \alpha_{r} p_{r}\right\}, \\
& U(n)=\max _{1 \leq i \leq r}\left\{\alpha_{1} p_{1}, \alpha_{2} p_{2}, \ldots, \alpha_{r} p_{r}\right\} .
\end{aligned}
$$

X. Zhao, J. Guo, X. Mu and T. He [37]. 1. Let $k \geq 2$ be any fixed positive integer. Then for any real number $x \geq 2$, we have the asymptotic formula

$$
\sum_{n \leq x} \frac{V(n) \cdot U(n)}{Z \omega(n)}=\frac{x^{2}}{2} \cdot \sum_{i=1}^{k} \frac{a_{i}}{\ln ^{i} x}+O\left(\frac{x^{2}}{\ln ^{k+1} x}\right)
$$

where $a_{i}=(i-1)$ !.
2. Let $k \geq 2$ be any fixed positive integer. Then for any real numbers $x \geq 2$, we have the asymptotic formula

$$
\sum_{n \leq x} V(n) \cdot Z \omega(n)=\frac{x^{3}}{3} \cdot \sum_{i=1}^{k} \frac{a_{i}}{\ln ^{i} x}+O\left(\frac{x^{3}}{\ln ^{k+1} x}\right)
$$

where $a_{i}=(i-1)!$.

Definition 3. For any positive integer n, a new Pseudo-Smarandache function $Z(n)$ is defined as the smallest positive integer $m$ such that $n \left\lvert\, \frac{m(m+1)}{2}\right.$. That is,

$$
Z(n)=\min \left\{m: n \left\lvert\, \frac{m(m+1)}{2}\right., m \in \mathbb{N}\right\}
$$

X. Wang, L. Gao, G. Li and Y. Xue (HS) [29]. Let $k \geq 2$ be any fixed positive integer. Then for any real number $x \geq 2$, we have the asymptotic formula

$$
\sum_{n \leq x} Z \omega(n) \cdot Z(n)=\frac{\zeta(2) \zeta(3)}{3 \zeta(4)} \cdot \prod_{p}\left(1-\frac{1}{p+p^{3}}\right) \cdot \frac{x^{3}}{\ln x}+\sum_{i=2}^{k} \frac{d_{i} \cdot x}{\ln ^{i} x}+O\left(\frac{x^{3}}{\ln ^{k+1} x}\right)
$$

where $\zeta(s)$ is the Riemann zeta function, $\prod_{p}$ denotes the product over all prime numbers, $d_{i}(i=1,2, \ldots, k)$ are computable constants.
X. Fan and C. Tian [4]. For any real number $x \geq 2$, we have the asymptotic formula

$$
\sum_{n \leq x} Z \omega(Z(n))=\left(1+\prod_{p}\left(1+\frac{1}{p\left(p^{2}-1\right)}\right)\right) \cdot \frac{4 \sqrt{2}}{\pi^{2}} \cdot x^{\frac{3}{2}}+O\left(x^{\frac{5}{4}}\right)
$$

where $\prod_{p}$ denotes the product over all prime numbers.
Last, some scholars studied the hybrid mean value involving the Pseudo-SmarandacheSquarefree function and common number theory functions.
X. Fan and H. Zhou [5]. 1. Let $k \geq 2$ be any fixed integer, then for any real numbers $x \geq 2$ we have the asymptotic formula

$$
\sum_{n \leq x} p(n) \cdot Z \omega(n)=x^{3} \sum_{i=1}^{k} \frac{b_{i}}{\ln ^{i} x}+O\left(\frac{x^{3}}{\ln ^{k+1} x}\right)
$$

where $b_{i}(i=1,2, \ldots, k)$ are computable constants with $b_{1}=\frac{1}{3}$ and $p(n)$ represents the smallest prime factor.
2. Let $k \geq 2$ be any fixed integer, then for any real numbers $x \geq 2$ we have the asymptotic formula

$$
\sum_{n \leq x} \Lambda(n) \cdot Z \omega(n)=x^{2} \sum_{i=1}^{k} \frac{c_{i}}{\ln ^{i-1} x}+O\left(\frac{x^{2}}{\ln ^{k} x}\right)
$$

where $c_{i}(i=1,2, \ldots, k)$ are computable constants with $c_{1}=\frac{1}{2}$ and $\Lambda(n)= \begin{cases}\ln p, & \text { if } p \text { is prime }, \\ 0, & \text { otherwise } .\end{cases}$
X. Wang, L. Gao, G. Li and Y. Xue (JYU) [30]. For any real number $x \geq 1, m \in \mathbb{N}$, we have the asymptotic formula

$$
\sum_{n \leq x} Z \omega(n) \cdot \phi\left(n^{m}\right)=\frac{6 x^{m+1}}{\pi^{2}(m+1)} \cdot \prod_{p}\left(1+\frac{p-3}{1+p}\right)+O\left(x^{m+\frac{1}{2}+\varepsilon}\right)
$$

where $\varepsilon$ is any fixed positive number.

## §2. the Smarandache dual function

Definition 4. For any positive integer n, the famous Smarandache function $S(n)$ is defined as the smallest positive integer $m$ such that $n \mid m$ !. That is,

$$
S(n)=\min \{m: n \mid m!\} .
$$

Similarly, we introduce another function as following which have close relationship with the Smarandache function $S(n)$. It is the Smarandache dual function $S^{*}(n)$ which denotes the greatest positive integer $m$ such that $m!\mid n$, where $n$ denotes any positive integer. That is,

$$
S^{*}(n)=\max \{m: m!\mid n\}
$$

J. Li [22]. For any real number $\alpha \leq 1$, the infinite series

$$
\sum_{n=1}^{\infty} \frac{S^{*}(n)}{n^{\alpha}}
$$

is divergent, it is convergent if $\alpha>1$, and

$$
\sum_{n=1}^{\infty} \frac{S^{*}(n)}{n^{\alpha}}=\zeta(\alpha) \cdot \sum_{n=1}^{\infty} \frac{1}{(n!)^{\alpha}}
$$

where $\zeta(s)$ is the Riemann zeta-function.
S. Xue [33]. 1. For any real number $s>1$, we have the identities

$$
\sum_{n=1}^{\infty} \frac{\left(S^{*}(n)\right)^{k}}{n^{s}}=\zeta(s) \cdot \sum_{n=1}^{\infty} \frac{n^{k}-(n-1)^{k}}{(n!)^{s}}
$$

and

$$
\sum_{n=1}^{\infty} \frac{1}{S^{*}(n) \cdot n^{s}}=\zeta(s) \cdot\left(1-\sum_{n=1}^{\infty} \frac{1}{n(n+1)((n+1)!)^{s}}\right)
$$

where $\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}$ is the Riemann zeta-function.
2. For any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x} S^{*}(n)=(e-1) x+O\left(\frac{\ln ^{2} x}{(\ln \ln x)^{2}}\right)
$$

F. Li [18]. For any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x}\left(S^{*}(n)\right)^{k}=x \cdot \sum_{m=1}^{\infty} \frac{m^{k+1}}{(m+1)!}+O\left(\frac{\ln ^{k+1} x}{(\ln \ln x)^{k+1}}\right)
$$

M. Liu [27]. For any positive integer n, we have the identity about the sum of Smarandache dual function $\sum_{d \mid n} S^{*}(d)$
$\sum_{d \mid n} S^{*}(d)= \begin{cases}\left(\alpha_{1}+1\right)\left(\alpha_{2}+1\right) \ldots\left(\alpha_{k}+1\right), & \text { if } n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \ldots p_{k}^{\alpha_{k}}, p_{i} \text { is odd prime } ; \\ (2 \alpha+1)\left(\alpha_{1}+1\right)\left(\alpha_{2}+1\right) \ldots\left(\alpha_{k}+1\right), & \text { if } n=2^{\alpha} p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \ldots p_{k}^{\alpha_{k}}, p_{1} \neq 3 ; \\ \left(2 \alpha+1+\alpha_{1}+3 \alpha \alpha_{1}\right)\left(\alpha_{2}+1\right) \ldots\left(\alpha_{k}+1\right), & \text { if } n=2^{\alpha} p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2} \ldots p_{k}^{\alpha_{k}}, p_{1}=3, \alpha=1,2 .} .\end{cases}$
where $p_{i}$ are different odd primes; $\alpha, \alpha_{i}$ are positive integers.

Next we introduce another Smarandache dual function $S^{* *}(n)$.
Definition 5. For any positive integer n, the new Smarandache dual function $S^{* *}(n)$ is defined as the greatest positive integer $2 m-1$ such that $(2 m-1)!!\mid n$, if $n$ is an odd number. $S^{* *}(n)$ is the greatest positive integer $2 m$ such that $(2 m)!!\mid n$, if $n$ is an even number. That is,

$$
S^{* *}(n)= \begin{cases}\max \left\{2 m: m \in \mathbb{N}^{*},(2 m)!!\mid n\right\}, & \text { if } 2 \mid n ; \\ \max \left\{2 m-1: m \in \mathbb{N}^{*},(2 m-1)!!\mid n\right\}, & \text { if } 2 \nmid n\end{cases}
$$

S. Gou and X. Du [10]. For any real number $s>1$, the infinite series

$$
\sum_{n=1}^{\infty} \frac{S^{* *}(n)}{n^{s}}
$$

is convergent, and

$$
\sum_{n=1}^{\infty} \frac{S^{* *}(n)}{n^{s}}=\zeta(s)\left(1-\frac{1}{2^{s}}\right)\left(1+\sum_{m=1}^{\infty} \frac{2}{((2 m+1)!!)^{s}}\right)+\zeta(s) \sum_{m=1}^{\infty} \frac{2}{((2 m)!!)^{s}}
$$

where $\zeta(s)$ is the Riemann zeta-function.
Q. Zhao and Y. Wang [39]. For any real number $s>1$, we have the identity

$$
\sum_{n=1}^{\infty} \frac{S^{* *}(n)^{2}}{n^{s}}=\zeta(s)\left[1-\frac{1}{2^{s}}+\left(1-\frac{1}{2^{s}}\right) \sum_{m=1}^{\infty} \frac{8 m}{((2 m+1)!!)^{s}}+\sum_{m=1}^{\infty} \frac{8 m-4}{((2 m)!!)^{s}}\right]
$$

where $\zeta(s)$ is the Riemann zeta-function.
From this theorem we immediately deduce the following limit formula:

$$
\lim _{s \rightarrow 1}(s-1)\left(\sum_{n=1}^{\infty} \frac{S^{* *}(n)^{2}}{n^{s}}\right)=\frac{13}{2}
$$

Then we introduce the Smarandache LCM function $S L(n)$.
Definition 6. For any positive integer n, the Smarandache LCM function $S L(n)$ is defined as the smallest positive integer $k$ such that $n \mid[1,2, \ldots, k]$, where $[1,2, \ldots, k]$ denotes the least common multiple of $1,2, \ldots, k$. That is,

$$
S L(n)=\min \{k: k \in \mathbb{N}, n \mid[1,2, \ldots, k]\} .
$$

Similarly, we introduce another function as following which have close relationship with the Smarandache LCM function $S L(n)$. It is the Smarandache LCM dual function $S L^{*}(n)$ which denotes the greatest positive integer $k$ such that $[1,2, \ldots, k] \mid n$, where $n$ denotes any positive integer. That is,

$$
S L^{*}(n)=\max \{k: k \in \mathbb{N},[1,2, \ldots, k] \mid n\}
$$

J. Zhao and W. Duan [38]. For any real number $x \geq 2$, we have the asymptotic formula

$$
\sum_{n \leq x} \frac{S L^{*}(n)}{n}=c+\frac{c}{x}+O\left(\frac{\ln ^{2} x}{x}\right) .
$$

where $c=\sum_{\alpha=1}^{\infty} \sum_{p} \frac{\left(p^{\alpha}-1\right)(p-1)}{[1,2, \ldots, p]}$ is a constant.
Last, we define the Smarandache double factorial function $\operatorname{Sdf}(n)$.
Definition 7. For any positive integer $n, S d f(n)$ is defined as the smallest positive integer $m$ such that $n \mid m!$ !. That is,

$$
S d f(n)=\min \{m: m \in \mathbb{N}, n \mid m!!\}
$$

L. Huan [15]. 1. For $n=p_{1} p_{2} \ldots p_{k}$ is a square-free number, we have the identity

$$
\prod_{d \mid n} S(d)=p_{1} \cdot p_{2}^{2} \cdot \ldots \cdot p_{k-1}^{2^{k-2}} \cdot p_{k}^{2^{k-1}}
$$

2. For $n=p_{1} p_{2} \ldots p_{k}$ is a square-free number or $n=p^{k}$ is a power of prime, we have the identity

$$
\prod_{d \mid n} S L(d)= \begin{cases}p_{1} \cdot p_{2}^{2} \cdot \ldots \cdot p_{k-1}^{2^{k-2}} \cdot p_{k}^{2^{k-1}}, & \text { if } n=p_{1} p_{2} \ldots p_{k} \\ p^{\frac{k(k+1)}{2}}, & \text { if } n=p^{k}\end{cases}
$$

3. For $n=p_{1} p_{2} \ldots p_{k}$ is a square-free number or $n=p^{k}$ is a power of prime, we have the identity

$$
\prod_{d \mid n} S L^{*}(d)= \begin{cases}p_{1}^{2^{k-1}} \cdot p_{2}^{2^{k-2}} \cdot p_{3}^{2^{k-3}} \cdot \ldots \cdot p_{k-1}^{2} \cdot p_{k}, & \text { if } n=p_{1} p_{2} \ldots p_{k} \\ p^{\frac{k(k+1)}{2}}, & \text { if } n=p^{k}\end{cases}
$$

4. For $n=p_{1} p_{2} \ldots p_{k}$ is a square-free odd number or $n=2 p_{1} p_{2} \ldots p_{k}$ is a square-free even number, we have the identity

$$
\prod_{d \mid n} S d f(d)= \begin{cases}p_{1} \cdot p_{2}^{2} \cdot \ldots \cdot p_{k-1}^{2^{k-2}} \cdot p_{k}^{2^{k-1}}, & \text { if } n=p_{1} p_{2} \ldots p_{k} \\ 2^{2^{k}} \cdot p_{1}^{2} \cdot p_{2}^{2^{2}} \cdot p_{3} 2^{3} \cdot \ldots \cdot p_{k}^{2^{k}}, & \text { if } n=2 p_{1} p_{2} \ldots p_{k}\end{cases}
$$

5. For $n=p_{1} p_{2} \ldots p_{k}$ is a square-free number or $n=p^{k}$ is a power of prime, we have the identity

$$
\prod_{d \mid n} Z \omega(d)= \begin{cases}\left(p_{1} p_{2} \ldots p_{k}\right)^{2^{k-1}}, & \text { if } n=p_{1} p_{2} \ldots p_{k} \\ p^{k}, & \text { if } n=p^{k} .\end{cases}
$$

F. Zhang and J. Li [40]. Let $n$ be any positive integer. Then for any real number $x \geq 1$, we have the asymptotic formula

$$
\sum_{n \leq x} S d f(n)=\frac{x \ln x}{\ln \ln x}+O\left(\frac{x \ln x}{(\ln \ln x)^{2}}\right)
$$

## §3. the other related Smarandache functions

In this part, we will introduce some new functions which are generalizations of the famous Smarandache function $S(n)$. Many scholars studied the elementary properties of the functions.

Definition 8. Let $p$ be a prime, $n$ be any positive integer, $S_{p}(n)$ denotes the smallest integer $m$ such that $m$ ! is divisible by $p^{n}$. That is,

$$
S_{p}(n)=\min \left\{m: m \in \mathbb{N}, p^{n} \mid m!\right\}
$$

F. Liang and Y. Yi [24]. For any real number $x \geq 2$, let $p$ be a prime and $n$ be any positive integer. Then we have the asymptotic formula

$$
\sum_{\substack{n \leq x \\ S_{p}(n+1)=S_{p}(n)}} 1=\frac{x}{p}+O\left(\frac{\ln x}{\ln p}\right) .
$$

R. Fu [6]. Let $p$ be a prime and $n$ be any positive integer, then the equation

$$
S_{p}(1 \times 2)+S_{p}(2 \times 3)+\ldots+S_{p}(n \times(n+1))=S_{p}\left(\frac{n(n+1)(n+2)}{3}\right)
$$

has finite solutions.

1. If $p=2,3,7$, the equation has only one solution $n=1$;
2. If $p=5,11$, the equation has solutions $n=1,2,3$;
3. If $p \geq 13$, the equation has finite positive integer solutions $n=1,2, \ldots, n_{p}$, where $n_{p} \geq 1$
is a positive integer and

$$
n_{p}=\left[\sqrt[3]{\frac{3 p}{2}+\sqrt{\frac{9 p^{2}}{4}-\frac{1}{27}}}+\sqrt[3]{\frac{3 p}{2}-\sqrt{\frac{9 p^{2}}{4}-\frac{1}{27}}}-1\right]
$$

where $[x]$ denotes the greatest integer not exceeding $x$.

Definition 9. For any positive integer $n$, the functions $Z_{*}(n)$ and $Z(n)$ will be defined as

$$
Z_{*}(n)=\max \{m: m \in \mathbb{N}, \leq n\}
$$

and

$$
Z(n)=\min \left\{m: m \in \mathbb{N}, n \leq \frac{m(m+1)}{2}\right\}
$$

J. Gao [8]. 1. For any complex number $s$, the infinite series

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n}}{\left(Z_{*}(n)\right)^{s}}
$$

and

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n}}{(Z(n))^{s}}
$$

are convergent if $s>0$, and divergent if $s \leq 0$.
2. For any complex number $s$ with Re $s>2$, we have the identities

$$
\sum_{n=1}^{\infty} \frac{1}{\left(Z_{*}(n)\right)^{s}}=\zeta(s-1)+\zeta(s)
$$

and

$$
\sum_{n=1}^{\infty} \frac{1}{(Z(n))^{s}}=\zeta(s-1)
$$

where $\zeta(s)$ is the Riemann zeta-function.
3. For any positive integer $n$ and complex number $s$ with Re $s>1$, we have

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n}}{\left(Z_{*}(n)\right)^{s}}=\frac{2}{4^{s}} \zeta(s)-\frac{1}{2^{s}} \zeta(s)
$$

and

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n}}{(Z(n))^{s}}=\left(1-\frac{1}{2^{s}}\right) \zeta(s)-\frac{2}{4^{s}} \zeta\left(s, \frac{1}{4}\right)
$$

where $\zeta(s, \alpha)$ is the Hurwitz zeta-function.

Definition 10. Define the arithmetic function $D(n)$ by

$$
D(n)= \begin{cases}1, & \text { if } n=1 \\ \prod_{p^{\alpha} \mid n} \alpha p^{\alpha-1}, & \text { if } n>1\end{cases}
$$

K. Liu [26]. There exists an absolute constant $c>0$, such that the asymptotic formula

$$
\sum_{n \leq x} \frac{1}{D(n)}=c_{1} x+O\left(x^{\frac{1}{2}} e^{-c \delta(x)}\right)
$$

is ture, where

$$
c_{1}:=\frac{6}{\pi^{2}} \prod_{p}\left(1-\frac{p^{2}}{p+1}\left(\log \left(1-\frac{1}{p^{2}}\right)+\frac{1}{p^{2}}\right)\right),
$$

and

$$
\delta(x):=\log ^{\frac{3}{5}} x(\log \log x)^{-\frac{1}{5}}
$$

Definition 11. For any positive integer $n$, we define a new Smarandache function $G(n)$ as the smallest positive integer $m$ such that $\prod_{k=1}^{m} \phi(k)$ is divisible by $n$. That is,

$$
G(n)=\min \left\{m: m \in \mathbb{N}, n \mid \prod_{k=1}^{m} \phi(k)\right\}
$$

where $\phi(k)$ is the Euler function.
J. Fu and Y. Wang [7]. 1. For any prime p, we have the calculating formulae

$$
\begin{gathered}
G(n)=\min \left\{p^{2}, q(p, 1)\right\} \\
G\left(p^{2}\right)=q(p, 2), \text { if } q(p, 2)<p^{2} ; G\left(p^{2}\right)=p^{2}, \text { if } q(p, 1)<p^{2}<q(p, 2) \\
G\left(p^{2}\right)=q(p, 1), \text { if } p^{2}<q(p, 1)<2 p^{2} ; \text { and } G\left(p^{2}\right)=2 p^{2}, \text { if } q(p, 1)>2 p^{2}
\end{gathered}
$$

where $q(p, i)$ is the $i$-th prime in the arithmetical series $\{n p+1\}$.
2. $G(n)$ is a Smarandache multiplicative function, and moreover, the Dirichlet series $\sum_{n=1}^{\infty} \frac{G(n)}{n^{2}}$ is divergent.
3. Let $k \geq 2$ be a fixed positive integer, then for any positive integer group $\left(m_{1}, m_{2}, \ldots, m_{k}\right)$, we have the inequality

$$
G\left(m_{1} m_{2} \ldots m_{k}\right) \leq G\left(m_{1}\right) G\left(m_{2}\right) \ldots G\left(m_{k}\right) .
$$

Definition 12. For any positive integer $n \geq 3$, we define a arithmetic function $C(n)$ as the greatest positive integer $m \leq n-2$ such that $n \left\lvert\, C_{n}^{m}=\frac{n!}{m!\cdot(n-m)!}\right.$. That is,

$$
C(n)=\max \left\{m: m \leq n-2, n \mid C_{n}^{m}\right\}
$$

and define $C(1)=C(2)=1$.
F. Li [19]. 1. Let $k>2$ be a fixed positive integer, then there exists positive integer $n$ such that

$$
n-C(n) \geq k
$$

2. For any positive integer $n \geq 4$, we have the asymptotic formula

$$
C(n)=n+O\left(\exp \left(\frac{c_{1} \cdot \ln n}{\ln \ln n}\right)\right)
$$

where $\exp (y)=e^{y}, c_{1}>0$ is a constant.
3. For any real number $N \geq 4$, we have the asymptotic formula

$$
\sum_{n \leq N} C(n)=\frac{1}{2} \cdot N^{2}+O(N \cdot \ln N)
$$

Definition 13. For any positive integer n, we define the function $P(n)$ as the smallest prime $p$ such that $n \mid p!$. That is,

$$
P(n)=\min \{p: n \mid p!, \text { where } p \text { be a prime }\}
$$

H. Li [23]. 1. For any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x} P(n)=\frac{1}{2} \cdot x^{2}+O\left(x^{\frac{19}{12}}\right)
$$

2. For any real number $x>1$, we also have the mean value formula

$$
\sum_{n \leq x}(P(n)-\bar{P}(n))^{2}=\frac{2}{3} \cdot \zeta\left(\frac{3}{2}\right) \cdot \frac{x^{\frac{3}{2}}}{\ln x}+O\left(\frac{x^{\frac{3}{2}}}{\ln ^{2} x}\right)
$$

where $\bar{P}(n)$ denotes the largest prime divisor of $n$, and $\zeta(s)$ is the Riemann zeta-function.

Definition 14. For any positive integer $n$, the Smarandache reciprocal function $S_{c}(n)$ is defined as the largest positive integer $m$ such that $y \mid n!$ for all integers $1 \leq y \leq m$, and $m+1 \nmid n!$. That $i s$,

$$
S_{c}(n)=\max \{m: y \mid n!\text { for all } 1 \leq y \leq m, \text { and } m+1 \nmid n!\}
$$

L. Ding [2]. 1. For any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x} S_{c}(n)=\frac{1}{2} \cdot x^{2}+O\left(x^{\frac{19}{12}}\right)
$$

2. For any real number $x>1$, we have the low bound estimate

$$
\frac{1}{x} \sum_{n \leq x}\left(S_{c}(n)-n\right)^{2} \geq \frac{1}{3} \cdot \ln ^{2} x+O\left(x^{-\frac{5}{12} \cdot \ln ^{2} x}\right) .
$$

Then F. Li studied the solvability of an equation involving $S_{c}(n)$ and $P(n)$, and give a new critical method for twin primes. That is, we shall have the following:
F. Li [20]. For any positive integer $n>3, n$ and $n+2$ are twin primes if and only if $n$ satisfy the equation

$$
S_{c}(n)=P(n)+1
$$

Definition 15. For any positive integer n, the Smarandache prime addictive function $S P A C(n)$ is defined as the smallest non-negative integer $k$ such that $n+k$ is prime.
Y. Guo and Y. Lu [11]. For any positive integer n, we have the estimation

$$
A_{n}=\frac{1}{n} \sum_{a=1}^{n} S P A C(a) \geq \frac{1}{2} \cdot \ln n+O(1) .
$$

Y. Guo and G. Ren [12]. For any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x}(n+S P A C(n))=\frac{1}{2} \cdot x^{2}+O\left(x^{\frac{19}{12}}\right) .
$$

In section 2 we defined the least prime divisor function and the greatest prime divisor function $V(n), U(n)$, now W. Huang, Y. He and Q. Qi gave many asymptotic formula of the functions.
Y. He [13]. For any real number $x$, we have the asymptotic formula

$$
\sum_{n \leq x} V(n) \cdot U(n)=\frac{x^{3}}{3} \cdot \sum_{i=1}^{k} \frac{a_{i}}{\ln ^{i} x}+O\left(\frac{x^{3}}{\ln ^{k+1} x}\right)
$$

where $a_{i}=(i-1)$ ! is computable constant.
Y. He and Q. Qi [14]. For any real number $x$, we have the asymptotic formula

$$
\sum_{n \leq x} V(n) \cdot p(n)=\frac{x^{3}}{3} \cdot \sum_{i=1}^{k} \frac{a_{i}}{\ln ^{i} x}+O\left(\frac{x^{3}}{\ln ^{k+1} x}\right)
$$

where $p(n)$ represents the smallest prime factor, and $a_{i}=(i-1)$ ! is computable constant.
W. Huang [16]. 1. Let $r$ be any fixed positive integer, for any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x} U(n)=x^{2} \cdot \sum_{i=1}^{r} \frac{f_{i}}{\ln ^{i} x}+O\left(\frac{x^{2}}{\ln ^{r+1} x}\right)
$$

where $f_{i}(i=1,2,3, \ldots, r)$ are computable constants and $f_{1}=\frac{\pi^{2}}{12}$.
2. Let $r, m$ be any fixed positive integer, for any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x} V^{m}(n)=\frac{1}{m+1} x^{m+1} \cdot \sum_{i=1}^{r} \frac{a_{i}}{\ln ^{i} x}+O\left(\frac{x^{m+1}}{\ln ^{r+1} x}\right)
$$

where $a_{i}(i=1,2,3, \ldots, r)$ are computable constants.
Definition 16. For any positive integer $n$, a new addictive function $G(n)$ is defined as follows:
(1) $G(1)=0$;
(2) if $n>1$ and $n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \ldots p_{k}^{\alpha_{k}}$ denotes the prime power factorization of $n$, then $G(n)=$ $\frac{\alpha_{1}}{p_{1}}+\frac{\alpha_{2}}{p_{2}}+\ldots+\frac{\alpha_{k}}{p_{k}}$.

Now we define the Smarandache divisor product sequences $\left\{p_{d}(n)\right\}$ and $\left\{q_{d}(n)\right\}$ as follows: $p_{d}(n)$ denotes the product of all positive divisors of $n ; q_{d}(n)$ denotes the product of all positive divisors of $n$ but $n$. That is,

$$
p_{d}(n)=\prod_{d \mid n} d=n^{\frac{d(n)}{2}} ; q_{d}(n)=\prod_{d \mid n, d<n} d=n^{\frac{d(n)}{2}-1}
$$

where $d(n)$ denotes the Dirichlet divisor function.
W. Yao and T. Cao [36]. 1. For any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x} G\left(p_{d}(n)\right)=B \cdot x \cdot \ln x+(2 \gamma \cdot B-D-B) \cdot x+O(\sqrt{x} \ln \ln x)
$$

where $B=\sum_{p} \frac{1}{p^{2}}, D=\sum_{p} \frac{\ln p}{p^{2}}$, $\gamma$ is the Euler constant, and $\sum_{p}$ denotes the summation over all primes.
2. For any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x} G\left(q_{d}(n)\right)=B \cdot x \cdot \ln x+(2 \gamma \cdot B-D-2 B) \cdot x+O(\sqrt{x} \ln \ln x)
$$

where $B$ and $D$ are defined as same as in 1 .

Definition 17. For any positive integer $n$ and two fixed positive integer $m$ and $k(k>1)$, a generalized power-sum Smarandache function $P(n, m, k)$ is defined as

$$
P(n, m, k)=\sum_{i=0}^{[(\ln m+\ln n) / \ln k]}\left(n-k^{i}\right) .
$$

Y. Wang and L. Hua [32]. Let $m$ and $k(k>1)$ be any fixed positive integer, for any real number $x>1$, we have the asymptotic formula

$$
\sum_{n \leq x} P(n, m, k)=\frac{1}{2 \ln k} \cdot x^{2} \cdot \ln (m x)+R(n, m, k)
$$

where $|R(n, m, k)| \leq\left(\frac{1}{4}+\frac{m k}{k-1}\right) x^{2}+\frac{x}{k-1}+\frac{2 x \ln (m x)+2 x+\ln (m x)+x \ln k}{2 \ln k}$.
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#### Abstract

In this paper, we obtain some properties of $p-(\alpha, \beta)$-normal and we prove the following assertions. (i) If $T$ is $p-(\alpha, \beta)$-normal operator, $S$ is an invertible operator and $X$ is a Hilbert-Schmidt operator such that $T X=X S$, then $T^{*} X=X S^{*}$. (ii) If $T$ is totally $p-(\alpha, \beta)$ normal operator, then the range of generalized derivation $\delta_{T}: B(\mathcal{H}) \ni X \rightarrow T X-X T \in B(\mathcal{H})$ is orthogonal to its kernel.
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## §1. Introduction and preliminaries

Spectral theory has a key important role in the modern functional analysis and its applications in various fields. Basically, it is incorporated with specific inverse operators, their common properties and their dealings with the original operators. Such inverse operators play a major role in solving systems of linear algebraic equations, differential and Sylvester equations.

Throughout this paper, $\mathcal{H}$ denotes an infinite dimensional complex Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and $\mathcal{B}(\mathcal{H})$ denotes the algebra of all bounded linear operators acting on $\mathcal{H}$. The kernel, the range, the spectrum, point spectrum of an operator $T$ will be denoted by $\operatorname{ker} T$, $\operatorname{ran}(T), \sigma(T), \sigma_{p}(T)$, respectively. For any operator $T \in \mathcal{B}(\mathcal{H})$, set, as usual $|T|=\left(T^{*} T\right)^{1 / 2}$, and consider the following standard definitions: normal if $T^{*} T=T T^{*}$ and $T$ is hyponormal if $\left|T^{*}\right|^{2} \leq|T|^{2}$. An operator $T \in B(\mathcal{H})$ is said to be $p-(\alpha, \beta)$-normal operator $(0 \leq \alpha \leq 1 \leq \beta)$ for $0<p \leq 1$ if

$$
\alpha^{2}\left(T^{*} T\right)^{p} \leq\left(T T^{*}\right)^{p} \leq \beta^{2}\left(T^{*} T\right)^{p} .
$$

When $p=1$, the operator $T$ is said ( $\alpha, \beta$ )-normal operator.
S.S. Dragomir and M.S. Moslehian [9] has given various inequalities between the operator norm and the numerical radius of $(\alpha, \beta)$-normal operator.

An operator is said to be
(i) $p$-hyponormal [1] for $0<p<1$ if $\left(T T^{*}\right)^{p} \leq\left(T^{*} T\right)^{p}$;
(ii) dominant if $\operatorname{ran}(T-\lambda I) \subseteq \operatorname{ran}(T-\lambda I)^{*}$ for all $\lambda \in \mathbb{C}$, or equivalently

$$
\exists M_{\lambda} \in \mathbb{C}:\left\|(T-\lambda I)^{*} x\right\| \leq M_{\lambda}\|(T-\lambda I) x\| \text { for each } x \in \mathcal{H}
$$

(iii) $M$-hyponormal if there exists a constant $M$ such that $M_{\lambda} \leq M$ for all $\lambda \in \mathbb{C}$.

The weighted shift defined by $W e_{1}=e_{2}, W e_{2}=2 e_{3}$ and $W e_{i}=e_{i+1}$ for $i \geq 2$ is an example of $M$-hyponormal [25], is not an $p$ - $(\alpha, \beta)$-normal, which is either normal nor hyponormal. It is proved in [19] that every $p$ - $(\alpha, \beta)$-normal operator is $M$-hyponormal.

So, we conclude that the class $p$ - $(\alpha, \beta)$-normal lies between hyponormal and $M$-hyponormal operators, and we have the following classes inclusion

$$
\begin{aligned}
\text { Normal } & \subseteq \text { Hyponormal } \subseteq(\alpha, \beta)-\text { normal } \subseteq p-(\alpha, \beta)-\text { normal } \\
& \subseteq M \text {-hyponormal } \subseteq \text { Dominant }
\end{aligned}
$$

The familiar Fuglede-Putnam theorem asserts that if $T \in B(\mathcal{H})$ and $S \in \mathcal{B}(\mathcal{H})$ are normal operators and $T X=X S$ for some $X \in B(\mathcal{H})$, then $T^{*} X=X S^{*}$ (see [17]). Many authors extended this theorem for several nonnormal classes of operators (see [4-6,12, 14, 16, 18, 22, 24]). Following [26], we say that an operator $T \in B(\mathcal{H})$ is finite if

$$
\|I-(T X-X T)\| \geq 1
$$

holds for all $X \in B(\mathcal{H})$. The above inequality is the starting point of the study of commutator approximations, a topic with roots in quantum theory [27]. Let $\mathcal{B}$ denote a Banach algebra. Recall that $b \in \mathcal{B}$ is said to be Brikhoff orthogonal to $a \in \mathcal{B}$, written as $b \perp a$, if the inequality

$$
\|a\| \leq\|a+\mu b\|
$$

holds for all $\mu \in \mathbb{C}$. The above definition of orthogonality has natural geometric meaning, namely, $b \perp a$ if and only if the line $\{a+\mu b: \mu \in \mathbb{C}\}$ is tangent to the ball of center zero and radius $\|a\|$. If $\mathcal{B}=\mathcal{H}$, then the orthogonality means usual sense $\langle a, b\rangle=0$.

The generalized derivation $\delta_{S, T}: B(\mathcal{H}) \rightarrow B(\mathcal{H})$ for $S, T \in B(\mathcal{H})$ is defined by $\delta_{S, T}(X)=$ $S X-X T$ for $X \in B(\mathcal{H})$, and we set $\delta_{T, T}=\delta_{T}$. If the following inequality

$$
\|S-(T X-X T)\| \geq\|S\|
$$

holds for all $S \in \operatorname{ker} \delta_{T}$ and for all $X \in B(\mathcal{H})$, then we say that the range of $\delta_{T}$ is orthogonal to the kernel of $\delta_{T}$.

Let $T \in B(\mathcal{H})$ and let $\left\{e_{n}\right\}$ be an orthonormal basis of a Hilbert space $\mathcal{H}$. The HilbertSchmidt norm is given by

$$
\|T\|_{2}=\left(\sum_{n=1}^{\infty}\left\|T e_{n}\right\|^{2}\right)^{\frac{1}{2}}
$$

An operator $T$ is said to be a Hilbert-Schmidt operator if $\|T\|_{2}<\infty$ (see [3] for details). $C_{2}(\mathcal{H})$ denotes a set of all Hilbert-Schmidt operators. For $S, T \in B(\mathcal{H})$, the operator $\Gamma_{S, T}$ defined as $\Gamma_{S, T}: C_{2}(\mathcal{H}) \ni X \rightarrow S X T \in C_{2}(\mathcal{H})$ has been studied in [2]. It is known that $|\Gamma| \leq\|S\|\|T\|$ and $\left(\Gamma_{S, T}\right)^{*} X=S^{*} X T^{*}=\Gamma_{S^{*}, T^{*}} X$. If $T \geq 0$ and $S \geq 0$, then $\Gamma_{T, S} \geq 0$. For more information see [2].

The organization of the paper is as follows; in Section 2, we give some properties for $p-(\alpha, \beta)$-normal operators and totally $p-(\alpha, \beta)$-normal operators needed in the sequel. In Section 3 , we prove the following assertions:

1. if $T$ is $p-(\alpha, \beta)$-normal operator, $S$ is an invertible operator and $X$ is a Hilbert-Schmidt operator such that $T X=X S$, then $T^{*} X=X S^{*}$, and
2. if $T$ is totally $p-(\alpha, \beta)$-normal operator, then the range of generalized derivation $\delta_{T}$ : $B(\mathcal{H}) \ni X \rightarrow T X-X T \in B(\mathcal{H})$ is orthogonal to its kernel.

## §2. Some properties of $p-(\alpha, \beta)$-normal operators

In this section we give several preliminary results which will be used in the sequel.
Definition 2.1. An operator $T \in B(\mathcal{H})$ is called $p-(\alpha, \beta)$-normal operator $0<p \leq$ $1,(0 \leq \alpha \leq 1 \leq \beta)$ if

$$
\alpha^{2}\left(T^{*} T\right)^{p} \leq\left(T T^{*}\right)^{p} \leq \beta^{2}\left(T^{*} T\right)^{p} .
$$

Lemma 2.2. [6] Every invertible operator $A$ is $p-(\alpha, \beta)$-normal operator.
Theorem 2.3. [19] If $T \in B(\mathcal{H})$ is an $p-(\alpha, \beta)$-normal, then the following hold:
(i) If $T x=\lambda x, \lambda \neq 0$, then $T^{*} x=\bar{\lambda} x$.
(ii) $\sigma_{j p}(T)-\{0\}=\sigma_{p}(T)-\{0\}$.
(iii) If $T x=\lambda x$ and $T y=\mu y$ with $\lambda \neq \mu$, then $x \perp y$.

Definition 2.4. An operator $T$ is called totally $p-(\alpha, \beta)$-normal, if the translation $T-\lambda$ is $p-(\alpha, \beta)$-normal for all $\lambda \in \mathbb{C}$.

## §3. Main Results

Given nonzero operators $T, S \in B(\mathcal{H})$, let $T \otimes S$ denote the tensor products on the tensor product space $\mathcal{H} \otimes \mathcal{H}$. The operation of taking tensor products $T \otimes S$ preserves many properties of $T, S \in B(\mathcal{H}) . T \otimes S$ is hyponormal if and only if $T$ and $S$ are hyponormal [11]. Now we obtain an analogous result for $p-(\alpha, \beta)$-normal operators.

Lemma 3.1. [21] Let $A_{1}, A_{2} \in B(\mathcal{H}), B_{1}, B_{2} \in B(\mathcal{H})$ be non-negative operators. If $A_{1}$ and $B_{1}$ are non-zero, then the following assertions are equivalent
(i) $A_{1} \otimes B_{1} \leq A_{2} \otimes B_{2}$
(ii) There exists $c>0$ for which $A_{1} \leq A_{2}$ and $B_{1} \leq c^{-1} B_{2}$.

Theorem 3.2. If $T \in B(\mathcal{H})$ is $p-\left(\alpha_{1}, \beta_{1}\right)$-normal operator and $S \in B(\mathcal{H})$ is $p-\left(\alpha_{2}, \beta_{2}\right)$ normal operator, then $T \otimes S$ is $p-\left(\alpha_{1} \alpha_{2}, \beta_{1} \beta_{2}\right)$-normal operator.

Proof. Note that $0 \leq \alpha_{1} \alpha_{2} \leq 1 \leq \beta_{1} \beta_{2}$ and by Lemma 3.1, we have

$$
\begin{aligned}
\alpha_{1}^{2} \alpha_{2}^{2}\left[(T \otimes S)^{*}(T \otimes S)\right]^{p} & =\alpha_{1}^{2} \alpha_{2}^{2}\left(T^{*} T \otimes S^{*} S\right)^{p} \\
& =\alpha_{1}^{2} \alpha_{2}^{2}\left(T^{*} T\right)^{p} \otimes\left(S^{*} S\right)^{p} \\
& =\alpha_{1}^{2}\left(T T^{*}\right)^{p} \otimes \alpha_{2}^{2}\left(S S^{*}\right)^{p} \\
& \leq\left(T T^{*}\right)^{p} \otimes\left(S S^{*}\right)^{p} \\
& =\left[(T \oplus S)(T \oplus S)^{*}\right]^{p} .
\end{aligned}
$$

Similarly,

$$
\left[(T \otimes S)(T \otimes S)^{*}\right]^{p} \leq \quad \beta_{1}^{2} \beta_{2}^{2}\left[(T \otimes S)^{*}(T \otimes S)\right]^{p}
$$

In the following, we show that if $X$ is a Hilbert-Schmidt operator, $T$ is $p-(\alpha, \beta)$-normal operator and $S$ is an invertible operator such that $T X=X S$, then $T^{*} X=X S^{*}$.

Lemma 3.3. Let $T, S \in \mathcal{B}(\mathcal{H})$. If $T$ is $p-(\alpha, \beta)$-normal and $S^{*}$ is $p-\left(\alpha^{\prime}, \beta^{\prime}\right)$-normal, then the operator $\Gamma_{T, S}$ defined on $C_{2}(\mathcal{H})$ by $\Gamma_{T, S}(X)=T X S$ is $p-\left(\alpha \alpha^{\prime}, \beta \beta^{\prime}\right)$-normal operator.

Proof. The unitary operator $\mathcal{U}: C_{2}(\mathcal{H}) \rightarrow \mathcal{H} \otimes \mathcal{H}$ by a map $x \otimes y^{*} \rightarrow x \otimes y$ induces the *-isomorphism $\Psi: \mathcal{B}\left(C_{2}(\mathcal{H})\right) \rightarrow \mathcal{B}(\mathcal{H} \otimes \mathcal{H})$ by a map $X \rightarrow \mathcal{U} X \mathcal{U}^{*}$. Then we can obtain $\Psi\left(\Gamma_{T, S}\right)=T \otimes S^{*}[8]$. The complete proof comes from Theorem 3.2.

Theorem 3.4. Let $T$ be an $p-(\alpha, \beta)$-normal operator and $S^{*}$ be an invertible operator. If $T X=X S$ for some $X \in C_{2}(\mathcal{H})$, then $T^{*} X=X S^{*}$.

Proof. Let $\Gamma$ be defined on $C_{2}(\mathcal{H})$ by $\Gamma(Y)=T Y S^{-1}$. The operator $S$ is invertible, then $S$ is $p-(\alpha, \beta)$-normal operator by Lemma 2.1.

Since $T$ and $S$ are $p-(\alpha, \beta)$-normal operators, we observe that $\Gamma$ is also $p-\left(\alpha^{2}, \beta^{2}\right)$-normal operator by Lemma 3.3. Moreover, $\Gamma(X)=T X S^{-1}=X$ because of $T X=X S$. Hence $X$ is an eigenvector of $\Gamma$. By Theorem 2.3, we have $\Gamma^{*}(X)=T^{*} X\left(S^{-1}\right)^{*}=X$, that is, $T^{*} X=X S^{*}$ as desired.

Theorem 3.5. Let $T \in B(\mathcal{H})$ be a $p-(\alpha, \beta)$-normal operator and $\mathcal{M} \subseteq \mathcal{H}$ be an invariant subspace of $T$, then the restriction $\left.T\right|_{\mathcal{M}}$ is also $p-(\alpha, \beta)$-normal.

Proof. Let $P$ be the orthogonal projection on $\mathcal{M}$ and Let $A=\left.T\right|_{\mathcal{M}}$, then $T P=P T P=A \oplus 0$ on $\mathcal{H}=\mathcal{M} \oplus \mathcal{M}^{\perp}$. Since $T$ is $p-(\alpha, \beta)$-normal

$$
\alpha^{2} P\left(T^{*} T\right)^{p} P \leq P\left(T T^{*}\right)^{p} P
$$

and so

$$
\alpha^{2}\left(|A|^{2 p} \oplus 0\right) \leq P\left(T T^{*}\right)^{p} P
$$

From Hansen's inequality

$$
\begin{aligned}
\alpha^{2}|A|^{2 p} & \leq\left(P T T^{*} P\right)^{p} \\
& \leq\left(P T P T^{*} P\right)^{p} \\
& \leq\left[(A \oplus 0)\left(A^{*} \oplus 0\right)\right]^{p} \\
& =\left(A A^{*}\right)^{p}
\end{aligned}
$$

Similarly, we prove that

$$
\left(A A^{*}\right)^{p} \leq \beta^{2}\left(A^{*} A\right)^{p}
$$

This means that the restriction $A$ is $p-(\alpha, \beta)$-normal.

Lemma 3.6. If $T$ is $p-(\alpha, \beta)$-normal for some $0<p \leq 1$, then $T$ is $q-(\alpha, \beta)$-normal for every $0<q \leq p$.

Proof. The result follows from the Lowner-Heinz's inequality.

A complex number $\lambda$ is said to be in the joint spectrum of $T$ if there exist a joint eigenvector $x$ of $T$ and $T^{*}$ such that $T x=\lambda x$ and $T^{*} x=\bar{\lambda} x$. The following result of totally $p-(\alpha, \beta)$-normal operators are finite has been obtained in [19].

Theorem 3.7. [19] If $T$ is totally $p-(\alpha, \beta)$-normal operator, then $T$ is finite.
Lemma 3.8. If $T \in B(\mathcal{H})$ is totally $p-(\alpha, \beta)$-normal and if $S$ is a normal operator such that $T S=S T$, then

$$
\|S-(T X-X T)\| \geq|\mu|
$$

for all $\mu \in \sigma_{p}(S)$ and for all $X \in B(\mathcal{H})$.
Proof. Let $\mathcal{M}_{\mu}$ be the eigenspace associated to $\mu \in \sigma_{p}(S)$. Since $S$ is normal, the FugledePutnam theorem ensures $T S=S T$ implies $S^{*} T=T S^{*}$. Hence $\mathcal{M}_{\mu}$ reduces both $S$ and $T$. Now we write matrix representations of $T, S$ and $X$ as

$$
T=\left(\begin{array}{cc}
T_{1} & 0 \\
0 & T_{2}
\end{array}\right), \quad S=\left(\begin{array}{rc}
S_{1} & 0 \\
0 & S_{2}
\end{array}\right), \text { and } X=\left(\begin{array}{cc}
X_{1} & X_{2} \\
X_{3} & X_{4}
\end{array}\right)
$$

on $\mathcal{H}=\mathcal{M}_{\mu} \oplus \mathcal{M}_{\mu}^{\perp}$. Hence we have

$$
S-(T X-X T)=\left(\begin{array}{rc}
\mu-\left(T_{1} X_{1}-X_{1} T_{1}\right) & P \\
Q & R
\end{array}\right)
$$

for some operators $P, Q$ and $R$ and hence

$$
\begin{equation*}
\|S-(T X-X T)\| \geq\left\|\mu-\left(T_{1} X_{1}-X_{1} T_{1}\right)\right\| \tag{1}
\end{equation*}
$$

Since $T$ is totally $p-(\alpha, \beta)$-normal operator and $\mathcal{M}_{\mu}$ is a reducing subspace of $T$, the restriction $T_{1}=\left.T\right|_{\mathcal{M}_{\mu}}$ is totally $p-(\alpha, \beta)$-normal by Theorem 3.5. Since $T_{1}$ is finite by Theorem 3.7, we have

$$
\begin{equation*}
\left\|\left(T_{1} X_{1}-X_{1} T_{1}\right)-\mu\right\| \geq\| \|\left(T_{1} \frac{X_{1}}{\mu}-\frac{X_{1}}{\mu} T_{1}\right)-1 \| \geq|\mu| . \tag{2}
\end{equation*}
$$

From (1) and (2), we have

$$
\|S-(T X-X T)\| \geq|\mu|
$$

for all $X \in \mathcal{B}(\mathcal{H})$.

The following result due to S.K. Berberian [7] is well known.
Proposition 3.9. [7] [Berberian technique] Let $\mathcal{H}$ be a complex Hilbert space. Then there exist a Hilbert space $\mathcal{K} \supset \mathcal{H}$ and $\psi: B(\mathcal{H}) \rightarrow B(\mathcal{K})$ such that $\psi$ is an *-isometric isomorphism preserving the order satisfying
(i) $\psi\left(T^{*}\right)=\psi(T)^{*}, \psi\left(I_{\mathcal{H}}\right)=I_{\mathcal{K}}, \psi(\alpha T+\beta S)=\alpha \psi(T)+\beta \psi(S), \psi(T S)=\psi(T) \psi(S)$, $\|\psi(T)\|=\|T\|, \psi(T) \leq \psi(S)$ if $T \leq S$ for all $T, S \in B(\mathcal{H})$ and for all $\alpha, \beta \in \mathbb{C}$.
(ii) $\sigma(T)=\sigma(\psi(T)), \sigma_{a}(T)=\sigma_{a}(\psi(T))=\sigma_{p}(\psi(T))$, where $\sigma_{p}(T)$ is the point spectrum of $T$.

Now, we prove that the range of $\delta_{T, S}$ is orthogonal to the null space of $\delta_{T, S}$ when $T$ is totally $p-(\alpha, \beta)$-normal and $S$ is a normal operator.

Theorem 3.10. Let $T \in B(\mathcal{H})$ be totally $p-(\alpha, \beta)$-normal and let $S$ be a normal operator such that $T S=S T$. Then

$$
\|S\| \leq\|S-(T X-X T)\|
$$

for all $X \in \mathcal{B}(\mathcal{H})$.

Proof. By Proposition 3.9, it follows that $\psi(T)$ is $p-(\alpha, \beta)$-normal, $\psi(S)$ is normal and $\psi(T) \psi(S)=\psi(S) \psi(T)$. Since $\psi(T)$ is finite by Theorem 3.7, we have for all $\mu \in \sigma_{p}(S)=$ $\sigma_{a}(\psi(S))=\sigma_{a}(S)=\sigma(S)$,

$$
|\mu| \leq\|\psi(S)-\psi(T) \psi(X)-\psi(X) \psi(T)\|=\|S-(T X-X T)\|
$$

for all $X \in \mathcal{B}(\mathcal{H})$ by Lemma 3.8. Hence

$$
\|S\|=r(S)=\sup _{\mu \in \sigma(S)}|\mu| \leq\|S-(T X-X T)\|
$$
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#### Abstract

In the present paper, $Y$ denotes the set of all Entire Dirichlet series in two variables which forms a $\Gamma$-ring, where $\Gamma$ denotes the set of those Entire Dirichlet series in two variables for which $((m+n) e)^{\left(\lambda_{m}+\mu_{n}\right) e}\left|\frac{a_{m, n}}{\alpha_{m, n}}\right|$ is bounded. We thereby prove the commutativity conditions and the relation among primitivity, primeness and simplicity for the set $Y$. Keywords Dirichlet series, Gamma ring, Simple Gamma ring, Primitive Gamma ring, Prime Gamma ring. 2010 Mathematics Subject Classification 30B50,17D20,17C20.


## §1. Introduction and preliminaries

Let

$$
\begin{equation*}
f\left(s_{1}, s_{2}\right)=\sum_{m, n=1}^{\infty} a_{m, n} e^{\left(\lambda_{m} s_{1}+\mu_{n} s_{2}\right)}, \quad\left(s_{j}=\sigma_{j}+i t_{j}, j=1,2\right) \tag{0.1}
\end{equation*}
$$

be a Dirichlet series of two complex variables $s_{1}$ and $s_{2}$ and $a_{m, n}{ }^{\prime} s \in \mathbb{C}$. Also $\lambda_{m}{ }^{\prime} s, \mu_{n}{ }^{\prime} s \in \mathbb{R}$ satisfying

$$
\begin{array}{ll} 
& 0<\lambda_{1}<\lambda_{2}<\ldots<\lambda_{m} \rightarrow \infty \text { as } m \rightarrow \infty \\
\text { and } & 0<\mu_{1}<\mu_{2}<\ldots<\mu_{n} \rightarrow \infty \text { as } n \rightarrow \infty
\end{array}
$$

If

$$
\begin{equation*}
\limsup _{m+n \rightarrow \infty} \frac{\log (m+n)}{\lambda_{m}+\mu_{n}}=Q<\infty \tag{0.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{m+n \rightarrow \infty} \frac{\log \left|a_{m, n}\right|}{\lambda_{m}+\mu_{n}}=-\infty \tag{0.3}
\end{equation*}
$$

Then from [1], the series (0.1) represents an entire function. Let $Y$ be the set of all entire functions and $\Gamma$ denotes the set of those Entire Dirichlet series in two variables for which $((m+n) e)^{\left(\lambda_{m}+\mu_{n}\right) e}\left|\frac{a_{m, n}}{\alpha_{m, n}}\right|$ is bounded.

The norm in $\Gamma$ is defined as follows

$$
\begin{equation*}
\|f\|=\sup _{m, n \geq 1}((m+n) e)^{\left(\lambda_{m}+\mu_{n}\right) e}\left|\frac{a_{m, n}}{\alpha_{m, n}}\right| \tag{0.4}
\end{equation*}
$$

Uptil now a lot of research has been done in the field of dirichlet series which can be seen in [1]- [2]. Luh in [4] and [5] studied various results on primitive $\Gamma$-rings. Kumar and Manocha in [7] worked on the generalized weighted norm for a Dirichlet series of one variable and proved results on continuous linear functional. Then in [6] the series is considered and proved that it fails to form divison algebra and conditions for topological zero divisor has been obtained. In the present paper we consider the set of all Entire Dirichlet series which forms a $\Gamma$-ring and obtain various results on commutativity conditions and the equivalence among primitivity, primeness and simplicity for this set $Y$. The purpose of this paper is to establish a link between analysis and algebra.

## §2. Basic Results

In the sequel following definitions are required to prove the main results. For all notions relevant to ring theory, refer [3] and [10].

Definition 0.1. Let $N$ and $\Gamma$ be two additive abelian groups. If there exists a mapping $N X \Gamma$ $X N \rightarrow N$ such that for all $x, y, z \in N$ and $\alpha, \beta \in \Gamma$ the conditions
(1.a) $(x+y) \alpha z=x \alpha z+y \alpha z$,
(1.b) $x(\alpha+\beta) z=x \alpha z+x \beta z$,
(1.c) $x \alpha(y+z)=x \alpha y+x \alpha z$,
(1.d) $(x \alpha y) \beta z=x \alpha(y \beta z)$
are satisfied then $N$ is a $\Gamma$-ring.
An additive subgroup $J$ of $N$ is a left (right) ideal of $N$ if $N \Gamma J \subset J(J \Gamma N \subset J)$. If $J$ is both a left and a right ideal of $N$ then $J$ is a two- sided ideal or simply an ideal of $N$. For all other concepts refer [8] and [9].

Definition 0.2. Let $N$ be a $\Gamma$-ring. If for any non-zero element $n$ of $N$, there exists an element $\gamma$ (depending on $n$ ) in $\Gamma$ such that $n \gamma n \neq 0$, we say $N$ is semi-simple.

Definition 0.3. If for any non-zero elements $m$ and $n$ of $N$, there exists $\gamma$ (depending on $m$ and $n$ ) in $\Gamma$ such that $n \gamma m \neq 0$, we say $N$ is simple.

Definition 0.4. Let $N$ be a $\Gamma$-ring. An ideal $Q$ of $N$ is prime if for all pairs of ideals $G$ and $H$ of $N, G \Gamma H \subseteq Q$ implies $G \subseteq Q$ or $H \subseteq Q$. A $\Gamma$ ring $N$ is prime if the zero ideal is prime.

Definition 0.5. An ideal $P$ of $M$ is semi-prime if for any ideal $V, V \Gamma V \subseteq P$ implies $V \subseteq P$. $A \Gamma$ ring $N$ is semi-prime if the zero ideal is semi-prime.

Definition 0.6. $A \Gamma$-ring $Y$ is left primitive if
(1) The left operator ring of $Y$ is a left primitive ring.
(2) $y\left(s_{1}, s_{2}\right) \cdot \Gamma \cdot Y=0$ implies $y\left(s_{1}, s_{2}\right)=0$.
$Y$ is a two-sided primitive $\Gamma$-ring if it is both left and right primitive.
Now let $x\left(s_{1}, s_{2}\right), y\left(s_{1}, s_{2}\right) \in Y$ and $\beta\left(s_{1}, s_{2}\right) \in \Gamma$ such that

$$
\begin{align*}
x\left(s_{1}, s_{2}\right) & =\sum_{m, n=1}^{\infty} a_{m, n} e^{\left(\lambda_{m} s_{1}+\mu_{n} s_{2}\right)}, y\left(s_{1}, s_{2}\right)=\sum_{m, n=1}^{\infty} b_{m, n} e^{\left(\lambda_{m} s_{1}+\mu_{n} s_{2}\right)}, \beta\left(s_{1}, s_{2}\right) \\
& =\sum_{m, n=1}^{\infty} \beta_{m, n} e^{\left(\lambda_{m} s_{1}+\mu_{n} s_{2}\right)} \tag{0.5}
\end{align*}
$$

The binary operations that is addition and multiplication in $Y \mathrm{X} \Gamma \mathrm{X} Y$ is defined as

$$
\begin{gathered}
x\left(s_{1}, s_{2}\right)+\beta\left(s_{1}, s_{2}\right)+y\left(s_{1}, s_{2}\right)=\sum_{m, n=1}^{\infty}\left(a_{m, n}+\beta_{m, n}+b_{m, n}\right) e^{\left(\lambda_{m} s_{1}+\mu_{n} s_{2}\right)} \\
x\left(s_{1}, s_{2}\right) \cdot \beta\left(s_{1}, s_{2}\right) \cdot y\left(s_{1}, s_{2}\right)=\sum_{m, n=1}^{\infty}\left(a_{m, n} \cdot \beta_{m, n} \cdot b_{m, n}\right) e^{\left(\lambda_{m} s_{1}+\mu_{n} s_{2}\right)}
\end{gathered}
$$

Clearly the set $Y$ forms a $\Gamma$-ring. Now for any non-zero elements $x\left(s_{1}, s_{2}\right)$ and $y\left(s_{1}, s_{2}\right)$ of $Y$ there exists an element $\beta\left(s_{1}, s_{2}\right)$ (depending on $x\left(s_{1}, s_{2}\right)$ and $y\left(s_{1}, s_{2}\right)$ ) in $\Gamma$ such that $a_{m, n} \cdot \beta_{m, n} . a_{m, n} \neq 0$ and $a_{m, n} . \beta_{m, n} . b_{m, n} \neq 0$. Thus $Y$ is semi-simple and simple respectively.
Let $K$ be a free abelian group generated by the set of all ordered pairs $\left\{x\left(s_{1}, s_{2}\right), \beta\left(s_{1}, s_{2}\right)\right\}$ where $x\left(s_{1}, s_{2}\right) \in Y$ and $\beta\left(s_{1}, s_{2}\right) \in \Gamma$.
Let $F$ be a subgroup of elements $\sum_{i} m_{i}\left\{x_{i}\left(s_{1}, s_{2}\right), \beta_{i}\left(s_{1}, s_{2}\right)\right\} \in K$ where $m_{i}$ are integers such that

$$
\sum_{i} m_{i}\left[x_{i}\left(s_{1}, s_{2}\right) \cdot \beta_{i}\left(s_{1}, s_{2}\right) \cdot a\left(s_{1}, s_{2}\right)\right]=0 \text { for all } a\left(s_{1}, s_{2}\right) \in Y
$$

Denote by $L$ the factor group $K / F$ and by $\left[x\left(s_{1}, s_{2}\right), \beta\left(s_{1}, s_{2}\right)\right]$ the $\operatorname{coset} F+\left\{x\left(s_{1}, s_{2}\right), \beta\left(s_{1}, s_{2}\right)\right\}$. Clearly every element in $L$ can be expressed as a finite sum $\sum_{i}\left[x_{i}\left(s_{1}, s_{2}\right), \beta_{i}\left(s_{1}, s_{2}\right)\right]$.
Also for all $x\left(s_{1}, s_{2}\right), y\left(s_{1}, s_{2}\right) \in Y$ and $\alpha\left(s_{1}, s_{2}\right), \beta\left(s_{1}, s_{2}\right) \in \Gamma^{i}$

$$
\begin{aligned}
& {\left[x\left(s_{1}, s_{2}\right), \alpha\left(s_{1}, s_{2}\right)\right]+\left[x\left(s_{1}, s_{2}\right), \beta\left(s_{1}, s_{2}\right)\right]=\left[x\left(s_{1}, s_{2}\right), \alpha\left(s_{1}, s_{2}\right)+\beta\left(s_{1}, s_{2}\right)\right]} \\
& {\left[x\left(s_{1}, s_{2}\right), \beta\left(s_{1}, s_{2}\right)\right]+\left[y\left(s_{1}, s_{2}\right), \beta\left(s_{1}, s_{2}\right)\right]=\left[x\left(s_{1}, s_{2}\right)+y\left(s_{1}, s_{2}\right), \beta\left(s_{1}, s_{2}\right)\right]}
\end{aligned}
$$

Define multiplication in $L$ as
$\sum_{i}\left[x_{i}\left(s_{1}, s_{2}\right), \beta_{i}\left(s_{1}, s_{2}\right)\right] \cdot \sum_{j}\left[y_{j}\left(s_{1}, s_{2}\right), \alpha_{j}\left(s_{1}, s_{2}\right)\right]=\sum_{i, j}\left[x_{i}\left(s_{1}, s_{2}\right) \cdot \beta_{i}\left(s_{1}, s_{2}\right) \cdot y_{j}\left(s_{1}, s_{2}\right), \alpha_{j}\left(s_{1}, s_{2}\right)\right]$
Then $L$ forms a ring. Furthermore $Y$ is a left $L$-module with the definition

$$
\sum_{i}\left[x_{i}\left(s_{1}, s_{2}\right), \beta_{i}\left(s_{1}, s_{2}\right)\right] \cdot a\left(s_{1}, s_{2}\right)=\sum_{i}\left[x_{i}\left(s_{1}, s_{2}\right) \cdot \beta_{i}\left(s_{1}, s_{2}\right) \cdot a\left(s_{1}, s_{2}\right)\right] \text { for all } a\left(s_{1}, s_{2}\right) \in Y
$$

We call the ring $L$ the left operator ring of $Y$. Similarly we can define the right operator ring $R$ of $Y$.
It is known that every one-sided primitive $\Gamma$-ring having minimal one sided ideals is a two-sided primitive $\Gamma$-ring. Since no left primitive $\Gamma$-ring has non-zero strongly nilpotent one-sided ideals, every minimal left ideal of a primitive $\Gamma$-ring $Y$ is of the form $Y . \epsilon\left(s_{1}, s_{2}\right) . e\left(s_{1}, s_{2}\right)$ where

$$
e\left(s_{1}, s_{2}\right)=\sum_{m, n=1}^{\infty} e_{m, n} e^{\left(\lambda_{m} s_{1}+\mu_{n} s_{2}\right)} \in J, \epsilon\left(s_{1}, s_{2}\right)=\sum_{m, n=1}^{\infty} \epsilon_{m, n} e^{\left(\lambda_{m} s_{1}+\mu_{n} s_{2}\right)} \in \Gamma
$$

and

$$
e_{m, n} \cdot \epsilon_{m, n} \cdot e_{m, n}=e_{m, n}
$$

## §2. Main Results

## Theorem 2.1. Commutativity conditions on a $\Gamma$-ring $Y$ -

$A \Gamma$-ring $Y$ is commutative if for every element $x\left(s_{1}, s_{2}\right) \in Y$ we have $x\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot x\left(s_{1}, s_{2}\right)=$ $x\left(s_{1}, s_{2}\right)$ for $\gamma\left(s_{1}, s_{2}\right) \in \Gamma$ (fixed).

## Proof. Suppose

$$
\left\{x\left(s_{1}, s_{2}\right)+y\left(s_{1}, s_{2}\right)\right\} \cdot \gamma\left(s_{1}, s_{2}\right) \cdot\left\{x\left(s_{1}, s_{2}\right)+y\left(s_{1}, s_{2}\right)\right\}=x\left(s_{1}, s_{2}\right)+y\left(s_{1}, s_{2}\right) .
$$

This implies

$$
x\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot y\left(s_{1}, s_{2}\right)=-y\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot x\left(s_{1}, s_{2}\right)
$$

Now
$x\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot\left\{x\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot y\left(s_{1}, s_{2}\right)\right\}=x\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right)\left\{-y\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot x\left(s_{1}, s_{2}\right)\right\}$
further implies

$$
x\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot y\left(s_{1}, s_{2}\right)=-x\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right)\left\{y\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot x\left(s_{1}, s_{2}\right)\right\}
$$

Similarly

$$
x\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right)\left\{y\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot x\left(s_{1}, s_{2}\right)\right\}=-y\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot x\left(s_{1}, s_{2}\right)
$$

Thus

$$
x\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot y\left(s_{1}, s_{2}\right)=y\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot x\left(s_{1}, s_{2}\right)
$$

Clearly $Y$ is a commutative $\Gamma$-ring. Hence the theorem.

## Equivalence of Primeness, Primitivity and Simplicity of a $\Gamma$-ring $Y$ -

Theorem 2.2. If $Y$ is a simple $\Gamma$-ring then $Y$ is prime.

Proof. Suppose that $Y$ is not prime and we have $U \Gamma V=0$ where $U$ and $V$ are non-zero ideals of $Y$. Since $Y$ is simple implies $U=V=Y$ which further implies

$$
Y \Gamma Y=0
$$

This contradicts the simplicity of $Y$. Thus $Y$ is prime which completes the proof of the theorem.

Theorem 2.3. If $Y$ is a left primitive $\Gamma$-ring then $Y$ is prime.
Proof. Given $Y$ is a left primitive $\Gamma$-ring. Thus $L$ be the left operator ring of $Y$. Let $N$ be the faithful irreducible left $L$-module. Let us suppose that $Y$ is not prime. Let $U$ and $V$ be two non-zero ideals of $Y$ and $U \Gamma V=0$. We claim that $[V, \Gamma] N=N$. If $[V, \Gamma] N=0$ implies $[V, \Gamma]=0$ which implies $V \Gamma Y=0$. Since $Y$ is primitive implies $V=0$ which is a contradiction. Thus $[V, \Gamma] N=N$. Similarly $[U, \Gamma] N=N$.
Consider

$$
\begin{aligned}
0 & =[U \Gamma V, \Gamma] N \\
& =[U, \Gamma][V, \Gamma] N \\
& =[U, \Gamma] N \\
& =N
\end{aligned}
$$

which contradicts the assumption which implies that $Y$ is a prime $\Gamma$-ring.

Theorem 2.4. If $Y$ is $a \Gamma$-ring having minimal left ideals then $Y$ is primitive if and only if $Y$ is prime.

Proof. By above Theorem, primitivity implies primeness. Let us assume that $Y$ is prime and $J$ be the minimal left ideal of $Y$. Clearly $J$ is an irreducible left $L$-module. $J \Gamma J \neq 0, J=$ $Y . \gamma\left(s_{1}, s_{2}\right) \cdot e\left(s_{1}, s_{2}\right)$ and $e_{m, n} \gamma_{m, n} e_{m, n}=e_{m, n}$ where $e\left(s_{1}, s_{2}\right)=\sum_{m, n=1}^{\infty} e_{m, n} e^{\left(\lambda_{m} s_{1}+\mu_{n} s_{2}\right)}$.
Suppose $\sum_{i}\left[x_{i}\left(s_{1}, s_{2}\right), \gamma_{i}\left(s_{1}, s_{2}\right)\right] J=0$. This implies

$$
\sum_{i} x_{i}\left(s_{1}, s_{2}\right) \cdot \gamma_{i}\left(s_{1}, s_{2}\right) \cdot Y \cdot \Gamma \cdot Y \cdot \gamma\left(s_{1}, s_{2}\right) \cdot e\left(s_{1}, s_{2}\right) \subseteq \sum_{i}\left[x_{i}\left(s_{1}, s_{2}\right), \gamma_{i}\left(s_{1}, s_{2}\right)\right] J
$$

which implies

$$
\sum_{i} x_{i}\left(s_{1}, s_{2}\right) \cdot \gamma_{i}\left(s_{1}, s_{2}\right) \cdot Y \cdot \Gamma \cdot Y \cdot \gamma\left(s_{1}, s_{2}\right) \cdot e\left(s_{1}, s_{2}\right)=0
$$

Therefore $\sum_{i} x_{i}\left(s_{1}, s_{2}\right) \cdot \gamma_{i}\left(s_{1}, s_{2}\right) . Y=0$ or simply $\sum_{i}\left[x_{i}\left(s_{1}, s_{2}\right), \gamma_{i}\left(s_{1}, s_{2}\right)\right]=0$. Thus, $J$ is a faithful irreducible left $L$-module and $L$ is a left primitive ring. Moreover, if $x\left(s_{1}, s_{2}\right) \cdot \Gamma \cdot Y=0$ implies $x\left(s_{1}, s_{2}\right)$.Г.Y.Г. $x\left(s_{1}, s_{2}\right)=0$. Since $Y$ is prime one gets $x\left(s_{1}, s_{2}\right)=0$. Therefore $Y$ is a primitive $\Gamma$-ring. Hence the theorem.

Theorem 2.5. If $Y$ is a primitive $\Gamma$-ring with minimum condition on left ideals then $Y=Y \cdot \gamma_{1}\left(s_{1}, s_{2}\right) \cdot e_{1}\left(s_{1}, s_{2}\right)+Y \cdot \gamma_{2}\left(s_{1}, s_{2}\right) \cdot e_{2}\left(s_{1}, s_{2}\right)+\ldots+Y \cdot \gamma_{k}\left(s_{1}, s_{2}\right) \cdot e_{k}\left(s_{1}, s_{2}\right)$ (direct sum) where $e_{i} \cdot \gamma_{k_{i}} \cdot e_{k_{i}}=e_{k_{i}}$ and $e_{k_{i}} \cdot \gamma_{k_{j}} \cdot e_{k_{j}}=0$ if $i>j$ where $Y \cdot \gamma_{i}\left(s_{1}, s_{2}\right) \cdot e_{i}\left(s_{1}, s_{2}\right)$ are minimal left ideals of $Y$.

Proof. Let $J_{1}=Y \cdot \gamma_{1}\left(s_{1}, s_{2}\right) \cdot e_{1}\left(s_{1}, s_{2}\right)$ be a minimal left ideal of $Y$ where $e_{k_{1}} \cdot \gamma_{k_{1}} \cdot e_{k_{1}}=e_{k_{1}}$ and let $Y_{1}=\left\{y\left(s_{1}, s_{2}\right) \in Y: y\left(s_{1}, s_{2}\right) \cdot \gamma_{1}\left(s_{1}, s_{2}\right) \cdot e_{1}\left(s_{1}, s_{2}\right)=0\right\}$. Each $a\left(s_{1}, s_{2}\right) \in Y$ has the form

$$
a\left(s_{1}, s_{2}\right)=a\left(s_{1}, s_{2}\right) \cdot \gamma_{1}\left(s_{1}, s_{2}\right) \cdot e_{1}\left(s_{1}, s_{2}\right)+\left\{a\left(s_{1}, s_{2}\right)-a\left(s_{1}, s_{2}\right) \cdot \gamma_{1}\left(s_{1}, s_{2}\right) \cdot e_{1}\left(s_{1}, s_{2}\right)\right\}
$$

This implies

$$
Y=Y \cdot \gamma_{1}\left(s_{1}, s_{2}\right) \cdot e_{1}\left(s_{1}, s_{2}\right)+Y_{1}(\text { direct sum })
$$

If $Y_{1} \neq 0$, then by the minimum condition, $Y_{1}$ contains a minimal left ideal $Y \cdot \gamma_{2}\left(s_{1}, s_{2}\right) \cdot e_{2}\left(s_{1}, s_{2}\right)$ of $Y$ where $e_{k_{2}} \cdot \gamma_{k_{2}} \cdot e_{k_{2}}=e_{k_{2}}$ and $e_{k_{2}} \cdot \gamma_{k_{1}} \cdot e_{k_{1}}=0$. This implies

$$
Y=Y \cdot \gamma_{1}\left(s_{1}, s_{2}\right) \cdot e_{1}\left(s_{1}, s_{2}\right)+Y \cdot \gamma_{2}(s) \cdot e_{2}\left(s_{1}, s_{2}\right)+Y_{2}(\text { direct sum })
$$

where $Y_{2}=\left\{y\left(s_{1}, s_{2}\right) \in Y_{1}: x\left(s_{1}, s_{2}\right) \cdot \gamma_{2}\left(s_{1}, s_{2}\right) \cdot e_{2}\left(s_{1}, s_{2}\right)=0\right\}$. Continuing this process we find that $Y_{k}=0$ for some positive integer $k$. Thus,
$Y=Y \cdot \gamma_{1}\left(s_{1}, s_{2}\right) \cdot e_{1}\left(s_{1}, s_{2}\right)+Y \cdot \gamma_{2}\left(s_{1}, s_{2}\right) \cdot e_{2}\left(s_{1}, s_{2}\right)+\ldots+Y \cdot \gamma_{k}\left(s_{1}, s_{2}\right) \cdot e_{k}\left(s_{1}, s_{2}\right)$ (direct sum).

Theorem 2.6. Let $Y$ be a left primitive $\Gamma$-ring and let $J$ be a non-zero left ideal of $Y$. If $e\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot e\left(s_{1}, s_{2}\right)=e\left(s_{1}, s_{2}\right) \neq 0$ where $e\left(s_{1}, s_{2}\right) \in Y$ and $\gamma\left(s_{1}, s_{2}\right) \in \Gamma$ then $e\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) . J \neq 0$.

Proof. Let $N$ be a faithful irreducible left $L$-module where $L$ is the left operator ring of $Y$. By the primitivity of $Y$, we have $[J, \Gamma] N=N$. Now, suppose on the contrary $e\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot J=$ 0 . Then

$$
\begin{aligned}
{\left[e\left(s_{1}, s_{2}\right), \gamma\left(s_{1}, s_{2}\right)\right] N } & =\left[e\left(s_{1}, s_{2}\right), \gamma\left(s_{1}, s_{2}\right)\right][J, \Gamma] N \\
& =\left[e\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot J, \Gamma\right] N \\
& =0 .
\end{aligned}
$$

Since $N$ is faithful implies $\left[e\left(s_{1}, s_{2}\right), \gamma\left(s_{1}, s_{2}\right)\right]=0$. Now,

$$
e\left(s_{1}, s_{2}\right)=e\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot e\left(s_{1}, s_{2}\right)=\left[e\left(s_{1}, s_{2}\right), \gamma\left(s_{1}, s_{2}\right)\right] e\left(s_{1}, s_{2}\right)=0
$$

which is a contradiction therefore $e\left(s_{1}, s_{2}\right) \cdot \gamma\left(s_{1}, s_{2}\right) \cdot J \neq 0$.

Theorem 2.7. If $Y$ is a primitive $\Gamma$-ring with minimum condition on left ideals then $Y$ is simple.

Proof. We know that,

$$
Y=Y \cdot \gamma_{1}\left(s_{1}, s_{2}\right) \cdot e_{1}\left(s_{1}, s_{2}\right)+Y \cdot \gamma_{2}\left(s_{1}, s_{2}\right) \cdot e_{2}\left(s_{1}, s_{2}\right)+\ldots+Y \cdot \gamma_{k}\left(s_{1}, s_{2}\right) \cdot e_{k}\left(s_{1}, s_{2}\right)(\text { direct sum })
$$

where $e_{k_{i}} \cdot \gamma_{k_{i}} \cdot e_{k_{i}}=e_{k_{i}}$ and $e_{k_{i}} \cdot \gamma_{k_{j}} \cdot e_{k_{j}}=0$ if $i>j$ where $Y \cdot \gamma_{i}\left(s_{1}, s_{2}\right) \cdot e_{i}\left(s_{1}, s_{2}\right)$ are minimal left ideals of $Y$. Let $J$ be a non-zero ideal of $Y$. Each $x\left(s_{1}, s_{2}\right) \in J$ has the form

$$
\begin{gathered}
x\left(s_{1}, s_{2}\right)=x_{1}\left(s_{1}, s_{2}\right) \cdot \gamma_{1}\left(s_{1}, s_{2}\right) \cdot e_{1}\left(s_{1}, s_{2}\right)+x_{2}\left(s_{1}, s_{2}\right) \cdot \gamma_{2}\left(s_{1}, s_{2}\right) \cdot e_{2}\left(s_{1}, s_{2}\right)+\ldots \\
+x_{k}\left(s_{1}, s_{2}\right) \cdot \gamma_{k}\left(s_{1}, s_{2}\right) \cdot e_{k}\left(s_{1}, s_{2}\right)
\end{gathered}
$$

where $x_{i}\left(s_{1}, s_{2}\right) \in Y(i=1,2,3, \ldots ., k)$. Assume that

$$
x_{p}\left(s_{1}, s_{2}\right) \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right)+\ldots+x_{k}\left(s_{1}, s_{2}\right) \cdot \gamma_{k}\left(s_{1}, s_{2}\right) \cdot e_{k}\left(s_{1}, s_{2}\right) \in J \text { where } 1 \leq p<k
$$

Then $\left\{x_{p}\left(s_{1}, s_{2}\right) \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right)+\ldots+x_{k}\left(s_{1}, s_{2}\right) \cdot \gamma_{k}\left(s_{1}, s_{2}\right) \cdot e_{k}\left(s_{1}, s_{2}\right)\right\} \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right) \in$ $J$ which implies

$$
x_{p}\left(s_{1}, s_{2}\right) \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right) \in J
$$

Again

$$
x_{p+1}\left(s_{1}, s_{2}\right) \cdot \gamma_{p+1}\left(s_{1}, s_{2}\right) \cdot e_{p+1}\left(s_{1}, s_{2}\right)+\ldots+x_{k}\left(s_{1}, s_{2}\right) \cdot \gamma_{k}\left(s_{1}, s_{2}\right) \cdot e_{k}\left(s_{1}, s_{2}\right) \in J
$$

Hence, by induction $x_{p}\left(s_{1}, s_{2}\right) \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right) \in J(p=1,2, \ldots ., k)$. But

$$
\begin{aligned}
x_{p}\left(s_{1}, s_{2}\right) \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right) & =\left\{x_{p}\left(s_{1}, s_{2}\right) \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right)\right\} \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right) \\
& \in J \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right) .
\end{aligned}
$$

This implies
$J \subseteq J . \gamma_{1}\left(s_{1}, s_{2}\right) \cdot e_{1}\left(s_{1}, s_{2}\right)+J \cdot \gamma_{2}\left(s_{1}, s_{2}\right) \cdot e_{2}\left(s_{1}, s_{2}\right)+J \cdot \gamma_{3}\left(s_{1}, s_{2}\right) \cdot e_{3}\left(s_{1}, s_{2}\right)+\ldots+J \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right)$.
Since, $J$ is a two-sided ideal of $Y$ implies $J . \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right) \subseteq J$. Hence
$J=J \cdot \gamma_{1}\left(s_{1}, s_{2}\right) \cdot e_{1}\left(s_{1}, s_{2}\right)+J \cdot \gamma_{2}\left(s_{1}, s_{2}\right) \cdot e_{2}\left(s_{1}, s_{2}\right)+J . \gamma_{3}\left(s_{1}, s_{2}\right) \cdot e_{3}\left(s_{1}, s_{2}\right)+\ldots+J \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right)$.
We now assert that $J \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right) \neq 0$ for all $p$. For otherwise

$$
\begin{aligned}
& \left\{e_{p}\left(s_{1}, s_{2}\right) \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot J\right\} \Gamma\left\{e_{p}\left(s_{1}, s_{2}\right) \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot J\right\} \\
= & e_{p}\left(s_{1}, s_{2}\right) \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot\left\{J \cdot \Gamma \cdot e_{p}\left(s_{1}, s_{2}\right)\right\} \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot J \\
= & 0
\end{aligned}
$$

while from above, $e_{p}\left(s_{1}, s_{2}\right) \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot J \neq 0$. Thus, $e_{p}\left(s_{1}, s_{2}\right) \cdot \gamma_{p}\left(s_{1}, s_{2}\right) . J$ is a non-zero strongly nilpotent right ideal of $Y$ which is a contradiction to the fact that a primitive $\Gamma$-ring has no non-zero strongly nilpotent one-sided ideal. This implies

$$
J \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right)=Y \cdot \gamma_{p}\left(s_{1}, s_{2}\right) \cdot e_{p}\left(s_{1}, s_{2}\right)
$$

which further implies

$$
J=Y \cdot \gamma_{1}\left(s_{1}, s_{2}\right) \cdot e_{1}\left(s_{1}, s_{2}\right)+Y \cdot \gamma_{2}\left(s_{1}, s_{2}\right) \cdot e_{2}\left(s_{1}, s_{2}\right)+\ldots+Y \cdot \gamma_{k}\left(s_{1}, s_{2}\right) \cdot e_{k}\left(s_{1}, s_{2}\right)=Y
$$

Thus $Y$ is simple. Hence the theorem.

Theorem 2.8. For a $\Gamma$-ring $Y$ with minimum condition on left ideals the conditions
(1) $Y$ is prime.
(2) $Y$ is primitive.
(3) $Y$ is simple.
are equivalent.
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#### Abstract

If $b_{i} \mid a_{i}$ for every $i \in\{1,2, \cdots, s\}$, then the integer $d=\prod_{i=1}^{s} p_{i}^{b_{i}}$ is called an exponential divisor of $n=\prod_{i=1}^{s} p_{i}^{a_{i}}>1$. The number of exponential divisors of $n$ is denoted by $\tau^{(e)}(n)$. Similarly to the generalization of $d_{k}(n)$ from $d(n), \tau^{(e)}(n)$ can be extended to $\tau_{k}^{(e)}(n)$. In this paper, we shall establish a short interval result for the function $\left(\tau_{3}^{(e)}(n)\right)^{-r}$.
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## §1. Introduction and preliminaries

Let $n>1$ be an integer. If $b_{i} \mid a_{i}$ for every $i \in\{1,2, \cdots, s\}$, then the integer $d=\prod_{i=1}^{s} p_{i}^{b_{i}}$ is called an exponential divisor of $n=\prod_{i=1}^{s} p_{i}^{a_{i}}>1$, notation: $\left.d\right|_{e} n$. By convention $\left.1\right|_{e} 1$.

The number of exponential divisors of $n$ is denoted by $\tau^{(e)}(n)$. The function $\tau^{(e)}$ is called the exponential divisor function.

Wu [4] got the following result:

$$
\begin{equation*}
\sum_{n \leq x} \tau^{(e)}(n)=A x+B x^{\frac{1}{2}}+O\left(x^{\frac{2}{9}} \log x\right) \tag{1}
\end{equation*}
$$

where

$$
\begin{gathered}
A=\prod_{p}\left(1+\sum_{a=2}^{\infty} \frac{d(a)-d(a-1)}{p^{a}}\right) \\
B=\prod_{p}\left(1+\sum_{a=5}^{\infty} \frac{d(a)-d(a-1)-d(a-2)+d(a-3)}{p^{\frac{a}{2}}}\right) .
\end{gathered}
$$

For any positive integers $r$, Subbarao [2] proved the following result:

$$
\begin{equation*}
\sum_{n \leq x}\left(\tau^{(e)}(n)\right)^{r} \sim B_{r} x \tag{2}
\end{equation*}
$$

where

$$
B_{r}=\prod_{p}\left(1+\sum_{a=2}^{\infty} \frac{(d(a))^{r}-(d(a-1))^{r}}{p^{a}}\right)
$$

For this result, Tóth [3] improved it and proved a more precise asymptotic formula for the function $\left(\tau^{(e)}(n)\right)^{r}$ :

$$
\begin{equation*}
\sum_{n \leq x}\left(\tau^{(e)}(n)\right)^{r}=B_{r} x+x^{\frac{1}{2}} P_{2^{r}-2}(\log x)+O\left(x^{u_{r}+\varepsilon}\right), \tag{3}
\end{equation*}
$$

where $P_{2^{r}-2}(t)$ is a polynomial of degree $2^{r}-2$ of $t, u_{r}=\frac{2^{r+1}-1}{2^{r+1}+1}$.
Let $r \geq 1$ be a fixed integer. Zheng [5] proved that the asymptotic formula for the function $\left(\tau^{(e)}(n)\right)^{-r}$ :

$$
\begin{equation*}
\sum_{n \leq x}\left(\tau^{(e)}(n)\right)^{-r}=D_{r} x+x^{\frac{1}{2}} \log ^{2^{-r}-2} \sum_{j=0}^{N} d_{j}(r) \log ^{-j} x+O\left(\log ^{-N-1} x\right) \tag{4}
\end{equation*}
$$

holds for any fixed integer $N \geq 1$, where $d_{0}(r), d_{1}(r), \cdots, d_{N}(r)$ are computable constants, and

$$
D_{r}:=\prod_{p}\left(1+\sum_{a=2}^{\infty} \frac{(\tau(a))^{-r}-(\tau(a-1))^{-r}}{p^{a}}\right)
$$

Similarly to the generalization of $d_{k}(n)$ from $d(n), \tau^{(e)}(n)$ can be extended to $\tau_{k}^{(e)}(n)$. We established the following definition:

$$
\begin{equation*}
\tau_{k}^{(e)}(n)=\prod_{p_{i} a_{i} \| n} d_{k}\left(a_{i}\right), k \geq 2 . \tag{5}
\end{equation*}
$$

Obviously if $k=2$, then $\tau_{2}^{(e)}(n)=\tau^{(e)}(n) . \tau_{3}^{(e)}(n)$ is obviously a multiplicative function.
The aim of this paper is to study the short interval case of $\left(\tau_{3}^{(e)}(n)\right)^{-r}$ and prove the following.

Theorem. If $x^{\frac{1}{5}+2 \epsilon}<y \leq x$, then

$$
\begin{equation*}
\sum_{x<n \leq x+y}\left(\tau_{3}^{(e)}(n)\right)^{-r}=A_{r} y+O\left(y x^{-\frac{2 \varepsilon}{5}}+x^{\frac{1}{5}+\frac{3}{2} \varepsilon}\right), \tag{6}
\end{equation*}
$$

where $A_{r}=\operatorname{Res}_{s=1} G(s)$ and $G(s)=\sum_{n=1}^{\infty} \frac{\left(\tau_{3}^{(e)}(n)\right)^{-r}}{n^{s}}$.
Throughout this paper, $\varepsilon$ always denotes a fixed but sufficiently small positive constant. Suppose that $1 \leq a \leq b$ are fixed integers, the divisor function $d(a, b ; k)$ is defined by

$$
\begin{equation*}
d(a, b ; k)=\sum_{k=n_{1}^{a} n_{2}^{b}} 1 . \tag{7}
\end{equation*}
$$

The estimate $d(a, b ; k) \ll k^{\varepsilon^{2}}$ will be used freely.

## §2. Some lemmas

In order to prove theorem, we need the following lemmas.
Lemma 1. Support $s=\sigma+i t$ is a complex number, then we have

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\left(\tau_{3}^{(e)}(n)\right)^{-r}}{n^{s}}=\zeta(s) \zeta^{3^{-r}-1}(2 s) \zeta^{-c_{r}}(4 s) G(s) \tag{8}
\end{equation*}
$$

where $c_{r}=\frac{3^{-2 r}}{2}+\frac{3^{-r}}{2}-6^{-r}>0$ and the Dirichlet series $G(s):=\sum_{n=1}^{\infty} \frac{g(n)}{n^{s}}$ is absolutely convergent for $\Re s>\frac{1}{5}$.

Proof. By Euler's product formula, we can get

$$
\begin{align*}
\sum_{n=1}^{\infty} \frac{\left(\tau_{3}^{(e)}(n)\right)^{-r}}{n^{s}} & =\prod_{p}\left(1+\frac{\left(\tau_{3}^{(e)}(p)\right)^{-r}}{p^{s}}+\frac{\left(\tau_{3}^{(e)}\left(p^{2}\right)\right)^{-r}}{p^{2 s}}+\frac{\left(\tau_{3}^{(e)}\left(p^{3}\right)\right)^{-r}}{p^{3 s}}+\frac{\left.\tau_{3}^{(e)}\left(p^{4}\right)\right)^{-r}}{p^{4 s}}+\cdots\right) \\
& =\prod_{p}\left(1+\frac{\left(d_{3}(1)\right)^{-r}}{p^{s}}+\frac{\left(d_{3}(2)\right)^{-r}}{p^{2 s}}+\frac{\left(d_{3}(3)\right)^{-r}}{p^{3 s}}+\frac{\left(d_{3}(4)\right)^{-r}}{p^{4 s}}+\frac{\left(d_{3}(5)\right)^{-r}}{p^{5 s}}+\cdots\right) \\
& =\prod_{p}\left(1+\frac{1}{p^{s}}+\frac{3^{-r}}{p^{2 s}}+\frac{3^{-r}}{p^{3 s}}+\frac{6^{-r}}{p^{4 s}}+\frac{3^{-r}}{p^{5 s}}+\cdots\right) \\
& =\zeta(s) \prod_{p}\left(1+\frac{3^{-r}-1}{p^{2 s}}+\frac{6^{-r}-3^{-r}}{p^{4 s}}+\cdots\right) \\
& =\zeta(s) \zeta^{3^{-r}-1}(2 s) \prod_{p}\left(1-\frac{1}{p^{2 s}}\right)^{3^{-r}-1}\left(1+\frac{3^{-r}-1}{p^{2 s}}+\frac{6^{-r}-3^{-r}}{p^{4 s}}+\cdots\right) \\
& =\zeta(s) \zeta^{3^{-r}-1}(2 s) \zeta^{-c_{r}}(4 s) G(s) \tag{9}
\end{align*}
$$

where $c_{r}=\frac{3^{-2 r}}{2}+\frac{3^{-r}}{2}-6^{-r}$ and the Dirichlet series $G(s):=\sum_{n=1}^{\infty} \frac{g(n)}{n^{s}}$ is absolutely convergent for $\Re s>\frac{1}{5}$.

Lemma 2. Let $k \geq 2$ be a fixed integer, $1<y \leq x$ be large real numbers and

$$
B(x, y ; k, \varepsilon):=\sum_{\substack{x<n m^{k} \leq x+y \\ m>x^{\varepsilon}}} 1 .
$$

Then we have $B(x, y ; k, \varepsilon) \ll y x^{-\varepsilon}+x^{\frac{1}{2 k+1}} \log x$.

Proof. This Lemma is a result of $k$-free number [1].
Let $a(n), b(n), c(n)$ be arithmetic functions defined by the following Dirichlet series for $\Re s>1$.

$$
\begin{align*}
& \sum_{n=1}^{\infty} \frac{a(n)}{n^{s}}=\zeta(s) G(s)  \tag{10}\\
& \sum_{n=1}^{\infty} \frac{b(n)}{n^{2 s}}=\zeta^{3^{-r}-1}(2 s)  \tag{11}\\
& \sum_{n=1}^{\infty} \frac{c(n)}{n^{4 s}}=\zeta^{-c_{r}}(4 s) \tag{12}
\end{align*}
$$

Lemma 3. Let $a(n)$ be an arithmetic function defined by (10), then we have

$$
\sum_{n \leq x} a(n)=A_{1} x+O\left(x^{\frac{1}{5}+\varepsilon}\right)
$$

where $A_{1}=\operatorname{Res}_{s=1} \zeta(s) G(s)$.

Proof. Using Lemma 1, we have

$$
\sum_{n \leq x}|g(n)| \ll x^{\frac{1}{5}+\varepsilon}
$$

Therefore from the definition of $g(n)$ and (10), it follows that

$$
\sum_{n \leq x} a(n)=\sum_{m n \leq x} g(x)=\sum_{n \leq x} g(x) \sum_{m \leq \frac{x}{n}} 1=\sum_{n \leq x} g(n)\left(\frac{x}{n}+O(1)\right)=A_{1} x+O\left(x^{\frac{1}{5}+\varepsilon}\right)
$$

and $A_{1}=\operatorname{Res}_{s=1} \zeta(s) G(s)$.

## §3. Proof of the Theorem

From Lemma 3 and the definition of $a(n), b(n), c(n)$, we get

$$
\left(\tau_{3}^{(e)}(n)\right)^{-r}=\sum_{n=n_{1} n_{2}^{2} n_{3}^{4}} a\left(n_{1}\right) b\left(n_{2}\right) c\left(n_{3}\right),
$$

and

$$
a(n) \ll n^{\varepsilon^{2}}, b(n) \ll n^{\varepsilon^{2}}, c(n) \ll n^{\varepsilon^{2}},
$$

so we have

$$
\begin{equation*}
\sum_{n \leq x+y}\left(\tau_{3}^{(e)}(n)\right)^{-r}-\sum_{n \leq x}\left(\tau_{3}^{(e)}(n)\right)^{-r}=\sum_{x<n_{1} n_{2}^{2} n_{3}^{4} \leq x+y} a\left(n_{1}\right) b\left(n_{2}\right) c\left(n_{3}\right)=\sum_{1}+O\left(\sum_{2}+\sum_{3}\right) \tag{13}
\end{equation*}
$$

where

$$
\begin{gathered}
\sum_{1}=\sum_{\substack{n_{2} \leq x^{\varepsilon} \\
n_{3} \leq x^{\varepsilon}}} b\left(n_{2}\right) c\left(n_{3}\right) \sum_{\frac{x}{n_{2}^{2} n_{3}^{4}}<n_{1} \leq \frac{x+y}{n_{2}^{2} n_{3}^{4}}} a\left(n_{1}\right), \\
\sum_{2}=\sum_{\substack{x<n_{1} n_{2}^{2} n_{3}^{4} \leq x+y \\
n_{2}>x^{\varepsilon}}}\left|a\left(n_{1}\right) b\left(n_{2}\right) c\left(n_{3}\right)\right|, \\
\sum_{3}=\sum_{\substack{x<n_{1} n_{2}^{2} n_{3}^{4} \leq x+y \\
n_{3}>x^{\varepsilon}}}\left|a\left(n_{1}\right) b\left(n_{2}\right) c\left(n_{3}\right)\right| .
\end{gathered}
$$

In view of Lemma 3

$$
\begin{align*}
\sum_{1} & =\sum_{\substack{n_{2} \leq x^{\varepsilon} \\
n_{3} \leq x^{\varepsilon}}} b\left(n_{2}\right) c\left(n_{3}\right)\left[A_{1} \frac{y}{n_{2}^{2} n_{3}^{4}}+O\left(\left(\frac{x}{n_{2}^{2} n_{3}^{4}}\right)^{\frac{1}{5}+\varepsilon}\right)\right] \\
& =A_{r} y+O\left(y \sum_{n_{2}>x^{\varepsilon}} \frac{b\left(n_{2}\right)}{n_{2}^{2}} \sum_{n_{3}>x^{\varepsilon}} \frac{c\left(n_{3}\right)}{n_{3}^{4}}\right)+O\left(x^{\frac{1}{5}+\varepsilon} \sum_{n_{2} \leq x^{\varepsilon}} \frac{b\left(n_{2}\right)}{n_{2}^{\frac{2}{5}+2 \varepsilon}} \sum_{n_{3} \leq x^{\varepsilon}} \frac{c\left(n_{3}\right)}{n_{3}^{\frac{4}{5}+4 \varepsilon}}\right) \\
& =A_{r} y+O\left(y x^{-\frac{2 \varepsilon}{5}}\right)+O\left(x^{\frac{1}{5}+\frac{7 \varepsilon}{5}}\right) \\
& =A_{r} y+O\left(y x^{-\frac{2 \varepsilon}{5}}+x^{\frac{1}{5}+\frac{3 \varepsilon}{2}}\right), \tag{14}
\end{align*}
$$

where $A_{r}=\operatorname{Res}_{s=1} \zeta(s) \zeta^{3^{-r}-1}(2 s) \zeta^{-c_{r}}(4 s) G(s)$. For $\sum_{2}$ we have by Lemma 2 that

$$
\begin{align*}
\sum_{2} & \ll \sum_{\substack{x<n_{1} n_{2}^{2} n_{3}^{4} \leq x+y \\
n_{2}>x^{\varepsilon}}}\left(n_{1} n_{2} n_{3}\right)^{\varepsilon^{2}} \\
& \ll x^{\varepsilon^{2}} \sum_{\substack{x<n_{1} n_{2}^{2} n_{3}^{4} \leq x+y \\
n_{2}>x^{\varepsilon}}} 1 \\
& \ll x^{2 \varepsilon^{2}} B(x, y ; 2, \varepsilon) \\
& \ll x^{2 \varepsilon^{2}}\left(y x^{-\varepsilon}+x^{\frac{1}{5}+\varepsilon} \log x\right) \\
& <y x^{-\frac{\varepsilon}{2}}+x^{\frac{1}{5}+\frac{3 \varepsilon}{2}} \tag{15}
\end{align*}
$$

if $\varepsilon<\frac{1}{4}$.
Similarly we have

$$
\begin{equation*}
\sum_{3} \ll y x^{-\frac{\varepsilon}{2}}+x^{\frac{1}{5}+\frac{3 \varepsilon}{2}} \tag{16}
\end{equation*}
$$

From (13)-(16), the theorem is proved.
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#### Abstract

The aim of this paper is to introduce and study minimal and maximal open sets, and minimal and maximal closed sets in the context of ditopological texture spaces. Some properties of these notions are presented, and some results on topological spaces are given.
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## §1. Introduction

Generalized open sets are used in solving various problems in many areas of mathematics as well as in topology. Further,the concepts of minimal open sets and maximal closed sets in topological spaces are introduced by Nakaoka and Oda in $[8,9]$.

The theory of texture spaces is an alternative setting for fuzzy sets and therefore, many properties of Hutton algebras (known as fuzzy lattices) can be discussed in terms of textures [1-3]. Ditopologies (dichotomous topologies) on textures unify the fuzzy topologies, topologies and bitopologies in a non-complemented setting by means of duality in the textural concepts $[4,5]$. In the last 10 years, some generalizations of open sets as well as some other mathematical concepts in ditopological spaces have been studied [6, 7]. In this paper we present a discussion on minimal/maximal open and closed sets on ditopological texture spaces.

In the next section, we shall briefly the basic motivation and its study for texture spaces and ditopologies. For more details, we refer to [1-5].

## §2. Texture spaces and Ditopology

Definition 2.1. Let $U$ be a set. A texturing $\mathcal{U}$ of $U$ is a subset of $\mathcal{P}(U)$ which is a pointseparating, complete, completely distributive lattice containing $U$ and $\emptyset$, and for which meet coincides with intersection and finite joins with union. The pair $(U, \mathcal{U})$ is then called a texture space, or shortly texture.

For $u \in U$, the $p$-sets and the $q$-sets are defined by

$$
P_{u}=\bigcap\{A \in \mathcal{U} \mid u \in A\}, \quad Q_{u}=\bigvee\{A \in \mathcal{U} \mid u \notin A\}, \quad \text { respectively. }
$$

In a texture, arbitrary joins need not coincide with unions, and clearly this will be so if and only if $\mathcal{U}$ is closed under arbitrary unions. In this case $(U, \mathcal{U})$ is said to be plain. Equivalently, a texture $(U, \mathcal{U})$ is plain if and only if $P_{u} \nsubseteq Q_{u}, \forall u \in U$.

We note in particular that $A^{b}=\left\{s \in S \mid A \nsubseteq Q_{s}\right\}$ is called the core of $A \in \mathcal{S}$.
In general a texturing of $U$ need not be closed under set complementation, but it may be that there exists a mapping $\sigma: \mathcal{U} \rightarrow \mathcal{U}$ satisfying $\sigma(\sigma(A))=A, \forall A \in \mathcal{U}$ and $A \subseteq B \Longrightarrow$ $\sigma(B) \subseteq \sigma(A), \forall A, B \in \mathcal{U}$. In this case $\sigma$ is called a complementation on $(U, \mathcal{U})$, and $(U, \mathcal{U}, \sigma)$ is said to be a complemented texture.

Examples 2.2. (1) For any set $U,(U, \mathcal{P}(U), \pi), \pi(A)=U \backslash A$ for $A \subseteq U$, is the complemented discrete texture representing the usual set structure of $U$. Clearly, $P_{u}=\{u\}, Q_{u}=U \backslash\{u\}$ for all $u \in U$.
(2) Let $L=(0,1], \mathcal{L}=\{(0, r] \mid r \in[0,1]\}$ and $\lambda((0, r])=(0,1-r], r \in[0,1]$. Then $(L, \mathcal{L}, \lambda)$ is complemented texture space. Here $P_{r}=Q_{r}=(0, r]$ for all $r \in L$.
(3) For $\mathbb{I}=[0,1]$ define $\mathcal{J}=\{[0, t] \mid t \in[0,1]\} \cup\{[0, t) \mid t \in[0,1]\}, \iota([0, t])=[0,1-t)$ and $\iota([0, t))=[0,1-t], t \in[0,1] .(\mathbb{I}, \mathcal{J}, \iota)$ is a complemented texture, which we will refer to as the unit interval texture. Here $P_{t}=[0, t]$ and $Q_{t}=[0, t)$ for all $t \in \mathbb{I}$.
(4) Let $U=\{a, b, c\}$. Then $\mathcal{U}=\{U,\{b\},\{b, c\}, \emptyset\}$ is a texturing on $U$. Here, $P_{a}=U, P_{b}=\{b\}$, $P_{c}=\{b, c\}$ and $Q_{a}=\{b, c\}, P_{b}=\emptyset, Q_{c}=\{b\}$. The mapping $\sigma: \mathcal{U} \rightarrow \mathcal{U}$ defined by $\sigma(U)=\emptyset$, $\sigma(\emptyset)=U, \sigma(\{b\})=\{b, c\}, \sigma(\{b, c\})=\{b\}$ is a complementation on $(U, \mathcal{U})$.

Definition 2.3. A ditopology on a texture $(U, \mathcal{U})$ is a pair $(\tau, \kappa)$ of subsets of $\mathcal{U}$ where the set of open sets $\tau$ and the set of closed sets $\kappa$ satisfy

$$
\begin{aligned}
U, \emptyset \in \tau, & U, \emptyset \in \kappa \\
G_{1}, G_{2} \in \tau \Longrightarrow G_{1} \cap G_{2} \in \tau, & K_{1}, K_{2} \in \kappa \Longrightarrow K_{1} \cup K_{2} \in \kappa \\
G_{i} \in \tau, i \in I \Longrightarrow \bigvee_{i \in I} G_{i} \in \tau, & K_{i} \in \kappa, i \in I \Longrightarrow \bigcap_{i \in I} K_{i} \in \kappa
\end{aligned}
$$

Hence a ditopology is essentially a "topology" for which there is no a priori relation between the open and closed sets. If $(\tau, \kappa)$ is a ditopology on $(U, \mathcal{U})$ then $(S, \mathcal{S}, \tau, \kappa)$ is called ditopological texture space or shortly, ditopological space.

Examples 2.4. (1) For any texture $(U, \mathcal{U})$ a ditopology $(\tau, \kappa)$ with $\tau=\mathcal{U}$ is called discrete, and one with $\kappa=\mathcal{U}$ is called codiscrete.
(2) For any texture $(U, \mathcal{U})$ a ditopology $(\tau, \kappa)$ with $\tau=\{\emptyset, U\}$ is called indiscrete, and one with $\kappa=\{\emptyset, U\}$ is called co-indiscrete.
(3) For any topology $\mathcal{T}$ on $X,\left(\mathcal{T}, \mathcal{T}^{c}\right), \mathcal{T}^{c}=\{X \backslash G \mid G \in \mathcal{T}\}$, is a complemented ditopology on $\left(X, X, \pi_{X}\right)$.
(4) $\tau_{\mathbb{I}}=\{[0, r) \mid 0 \leq r \leq 1\} \cup\{\mathbb{I}\}, \kappa_{\mathbb{I}}=\{[0, r] \mid 0 \leq r \leq 1\} \cup\{\emptyset\}$ defines a complemented ditopology, called the natural ditopology on $(\mathbb{I}, \mathcal{J}, \iota)$.

Note that there is no relation between open and closed sets of a ditopology. However, if $\sigma$ is a complementation on $(U, \mathcal{U})$ and $\kappa=\sigma(\tau)$, then we say $(\tau, \kappa)$ a complemented ditopology on $(U, \mathcal{U}, \sigma)$.

For $A \in \mathcal{U}$ we define the closure and the interior of $A$ under $(\tau, \kappa)$ by the equalities

$$
\operatorname{int}(A)=\bigvee\{G \in \tau \mid G \subseteq A\}, \quad \operatorname{cl}(A)=\bigcap\{K \in \kappa \mid A \subseteq K\}
$$

Definition 2.5. Let $(\tau, \kappa)$ be a ditopology on $(U, \mathcal{U})$.
(i) If $u \in U^{b}$, a neighbourhood(nhds) of $u$ is a set $N \in \mathcal{U}$ for which there exists $G \in \tau$ satisfying $P_{u} \subseteq G \subseteq N \nsubseteq Q_{u}$.
(ii) If $u \in U$, a coneighbourhood(conhds) of $u$ is a set $M \in \mathcal{U}$ for which there exists $K \in \kappa$ satisfying $P_{u} \nsubseteq M \subseteq K \subseteq Q_{u}$.

We denote the set of nhds (conhds) of $u$ by $\eta(u)(\mu(u))$, respectively. We will also refer to ( $\eta(u), \mu(u)), u \in U^{\text {b }}$ as the dinhd system of $(\tau, \kappa)$.

Finally, we also recall from $[6,7]$ the some classes of ditopological texture spaces: For a ditopological texture space $(U, \mathcal{U}, \tau, \kappa)$ :

1. $A \in \mathcal{U}$ is called pre-open (semi-open) if $A \subseteq \operatorname{intcl} A(A \subseteq \operatorname{clint} A)$.
2. $B \in \mathcal{S}$ is called pre-closed (semi-closed) if $\operatorname{clint} B \subseteq B($ intcl $B \subseteq B)$.

## §3. Minimal and Maximal Open Sets in Ditopological Spaces

Definition 3.1. Let $(U, \mathcal{U}, \tau, \kappa)$ be a ditopological texture space.
(1) A set $A \in \tau \backslash\{\emptyset\}$ is called minimal open if $G \subseteq A$, then $G=\emptyset$, or $G=A$ for all $G \in \tau$.
(2) A set $B \in \tau \backslash\{U\}$ is called maximal open if $B \subseteq H$, then $H=U$, or $H=B$ for all $H \in \tau$.

We denote by $\mathcal{M} \mathcal{N} O(U, \mathcal{U}, \tau, \kappa)$, or when there can be no confusion by $\mathcal{M} \mathcal{N} O(U)$ or even just $\mathcal{M} \mathcal{N} O$, the set of minimal open sets in $\mathcal{U}$. Likewise, $\mathcal{M} X O(U, \mathcal{U}, \tau, \kappa), \mathcal{M} X O(S)$ or $\mathcal{M} X O$ will denote the set of maximal open sets.

Lemma 3.2. Let $(U, \mathcal{U}, \tau, \kappa)$ be a ditopological texture space. Then:
(i) If $A \in \mathcal{M} \mathcal{N} O$ and $B \in \tau$, then $A \cap B=\emptyset$ or $A \subseteq B$.
(ii) If $A, B \in \mathcal{M} \mathcal{N} O$, then $A \cap B=\emptyset$ or $A=B$.
(iii) If $A \in \mathcal{M} X O$ and $B \in \tau$, then $A \cup B=U$ or $B \subseteq A$.
(iv) If $A, B \in \mathcal{M} X O$, then $A \cup B=U$ or $A=B$.

Proof. (i) Suppose that $A \cap B \neq \emptyset$. Since $A$ is minimal open set and $A \cap B \in \tau$ and $A \cap B \subseteq A$, we have $A \cap B=A$, and so $A \subseteq B$.
(ii) Let $A \cap B \neq \emptyset$. Then $A \subseteq B$ and $B \subseteq A$ by (i), and so $A=B$.
(iii) Suppose that $A \cup B \neq U$. Since $A$ is maximal open set and $A \subseteq A \cup B$, we have $A \cup B=A$. Therefore $B \subseteq A$.
(iv) Let $A \cup B \neq U$. Then $A \subseteq B$ and $B \subseteq A$ by (iii), and so $A=B$.

Note that the set of open (closed) nbhd of $u$ will denote by $\eta_{\tau}(u)\left(\eta_{\kappa}(u)\right)$.
Proposition 3.3. Let $A \in \mathcal{N} \mathcal{N} O$. If $A \nsubseteq Q_{u}$ and $N \in \eta_{\tau}(u)$, then $A$ is proper subset of $N$.
Proof. Suppose that $N \in \eta_{\tau}(u)$, but $A \not \subset N$. Then $A \cap N \in \tau$ and $A \cap N$ is proper subset of $A$ and $A \cap N \neq \emptyset$. This is a contradiction, since $A$ is minimial open set.

Now we consider any topological space $(U, \mathcal{T})$. Then the pair $\left(\mathcal{T}, \mathcal{T}^{c}\right)$ is a complemented ditopology on the discrete texture $(U, \mathcal{P}(U), \pi)$ (see Examples 2.2 (3) ). For $A \subseteq U$ and $u \in U$, we have:

$$
c l(A) \nsubseteq Q_{u} \Longleftrightarrow A \cap N \neq \emptyset, \quad \forall N \in \eta(u)
$$

by the closure definition.
Note that we will consider $\left(U, \mathcal{P}(U), \mathcal{T}, \mathcal{T}^{c}\right)$ ditopological space throughout this subsection.
Proposition 3.4. Let $A \in \mathcal{T}$. The following are equivalent.
(i) $A \in \mathcal{M} \mathcal{N} O$.
(ii) $A \subseteq \operatorname{cl}(B)$ for every $B \in \mathcal{P}(U) \backslash\{\emptyset\}$ and $B \subseteq A$.
(iii) $\operatorname{cl}(A)=\operatorname{cl}(B)$ for every $B \in \mathcal{P}(U) \backslash\{\emptyset\}$ and $B \subseteq A$.

Proof. (i) $\Longrightarrow$ (ii) Let $B \in \mathcal{P}(U) \backslash\{\emptyset\}$ and $B \subseteq A$. Suppose that $A \nsubseteq C l(B)$. Then there exist $u \in U$ such that $A \nsubseteq Q_{u}$ and $P_{u} \nsubseteq c l(B)$. Then if $A \nsubseteq Q_{u}$ then $P_{u} \subseteq A$ and so $u \in A$. Now let $N \in \eta_{\mathcal{T}}(u)$. Then

$$
B=A \cap B \subset N \cap B
$$

and so $N \cap B \neq \emptyset$. Hence we have $\operatorname{cl}(B) \nsubseteq Q_{u}$, that is $u \in \operatorname{cl}(B)$. This contradicts $P_{u} \subseteq \operatorname{cl}(B)$. (ii) $\Longrightarrow$ (iii) Let $B \in \mathcal{P}(U)$ and $B \subseteq A$. Then $\operatorname{cl}(B) \subseteq \operatorname{cl}(A)$. Further, by (ii), $\operatorname{cl}(A) \subseteq$ $\operatorname{cl}(c l(B))=c l(B)$. Then we have $\operatorname{cl}(A)=c l(B)$.
(iii) $\Longrightarrow$ (i) Let $A \in \mathcal{T}$ be a not minimal set. From the Definition 3.1, there exists $B \in \mathcal{T} \backslash\{\emptyset\}$ such that $B \subseteq A$ and $B \neq A$. Hence $A \nsubseteq Q_{u}$ and $P_{u} \nsubseteq B$ for some $u \in U$. Then we have $B^{c} \in \mathcal{T}^{c}$ and $B^{c} \nsubseteq Q_{u}$, and so $\operatorname{cl}(\{u\}) \subseteq B^{c}$. It follows that $c l(\{u\}) \neq \operatorname{cl}(A)$.

Proposition 3.5. If $A \in \mathcal{N} \mathcal{N} O$ and $\emptyset \neq B \subseteq A$, then $A$ is preopen set.

Proof. Suppose that $A$ is minimal open set and $\emptyset \neq B \subseteq A$. Then $\operatorname{int}(A) \subseteq \operatorname{int}(\operatorname{cl}(B))$, by Proposition $3.4(2)$. It follows that we have $B \subset A=\operatorname{int}(A) \subseteq \operatorname{int}(c l(B))$, since $A$ is open set.

Proposition 3.6. Let $A \in \mathcal{M} X O$, and $U \backslash A \nsubseteq Q_{u}$ for some $u \in U$. Then $U \backslash A \subset N$ for any $N \in \eta_{\mathcal{T}}(u)$.

Proof. Suppose that $U \backslash A \nsubseteq Q_{u}$. Then $u \in U \backslash A$, and so $N \subset A$ for any $N \in \eta_{\mathcal{T}}(u)$. By Lemma 3.2 (iii), $U=N \cup A$ and so $U \backslash A \subseteq N$.

Corollary 3.7. Let $A \in \mathcal{M} X O$. Then either of the following (i) and (ii) is provided:
(i) If $U \backslash A \nsubseteq Q_{u}$ for some $u \in U$, then $N=U$ for all $N \in \eta_{\mathcal{T}}(u)$.
(ii) There exists a set $G \in \mathcal{T} \backslash\{U\}$ such that $U \backslash A \subseteq G$.

Proof. We suppose that (i) does not provided. Then there exists $u \in U$ and $N \in \eta_{\mathcal{T}}(u)$ such that $P_{u} \nsubseteq A$ and $N \subset U$. By Proposition 3.6, we have $U \backslash A \subseteq N$.

Corollary 3.8. Let $A \in \mathcal{M} X O$. Then either of the following (i) and (ii) is provided:
(i) If $U \backslash A \nsubseteq Q_{u}$ for some $u \in U$, then $U \backslash A \subsetneq N$ for all $N \in \eta_{\mathcal{T}}(u)$.
(ii) There exists a set $G \in \mathcal{T}$ such that $U \backslash A=G \neq U$.

Proof. We suppose that (ii) does not provided. By Proposition 3.6, we have $U \backslash A \subseteq N$, for all $U \backslash A \nsubseteq Q_{u}$ and $N \in \eta_{\mathcal{T}}(u)$. It follows that we have $U \backslash A \subsetneq N$.

Proposition 3.9. Let $A \in \mathcal{N} X O$. The following are satisfied.
(i) $\operatorname{int}(U \backslash A)=U \backslash A \operatorname{orint}(U \backslash A)=\emptyset$.
(ii) If $\emptyset \neq B \subseteq U \backslash A$, then $\operatorname{cl}(B)=U \backslash A$.
(iiii) If $A \subsetneq B$, then $\operatorname{cl}(B)=U$.
Proof. (i) It is obtained immediately by Corollary 3.8.
(ii) Let $\emptyset \neq B \subseteq U \backslash A$. By Proposition 3.6, we have $N \cap B \neq \emptyset$ for $U \backslash A \nsubseteq Q_{u}$ and $N \in \eta_{\mathcal{T}}(u)$. Hence, $U \backslash A \subseteq \operatorname{cl}(B)$. Since $U \backslash A \in \mathcal{T}^{c}$ and $B \subseteq U \backslash A$, we obtain that $\operatorname{cl}(B) \subseteq \operatorname{cl}(U \backslash A)=U \backslash A$, and so $c l(B)=U \backslash A$.
(iii) Let $A \subsetneq B \subseteq U$. Then there exists $\emptyset \neq M \subseteq U \backslash A$ such that $B=A \cup M$. By (ii), we have $c l(B)=c l(A) \cup c l(M) \supseteq(U \backslash A) \cup A=U$. Hence, $c l(B)=U$.

Proposition 3.10. Let $A \in \mathcal{M} X O$. The following are satisfied.
(i) If $B$ is a proper subset of $U$ and $A \subset B$, then $\operatorname{int}(B)=A$.
(ii) If $\emptyset \neq B \subseteq U \backslash A$, then $U \backslash c l(B)=\operatorname{int}(U \backslash B)=A$.

Proof. (i) If $B=A$, then $\operatorname{int}(B)=\operatorname{int}(A)=A$. Now, suppose that $B \neq A$, and so $A \subsetneq B$. Then $A \subset \operatorname{int}(B)$. It follows that we have $\operatorname{int}(B) \subsetneq A$, since $A$ is maximal open set. Hence, $\operatorname{int}(B)=A$.
(ii) By Proposition 3.9 (ii) and the above (i), the proof is obvious, since $A \subset U \backslash B \subsetneq U$.

Corollary 3.11. If $A \in \mathcal{N} X O$ and $A \subset B$, then $B$ is a preopen set.
Proof. If $B=A$, then $B$ is an open set, hence it is preopen set. Suppose that $A \subsetneq B$. By Proposition 3.9 (iii), we have $\operatorname{int}(\operatorname{cl}(B))=\operatorname{int} U=U \supseteq B$. Hence, $B$ is a preopen set.

## §4. Minimal and Maximal Closed Sets

Definition 4.1. Let $(U, \mathcal{U}, \tau, \kappa)$ be a ditopological texture space.
(1) A set $A \in \kappa \backslash\{\emptyset\}$ is called minimal closed if $F \subseteq A$, then $F=\emptyset$, or $F=A$ for all $F \in \kappa$.
(2) A set $B \in \kappa \backslash\{U\}$ is called maximal closed if $B \subseteq H$, then $H=U$, or $H=B$ for all $H \in \kappa$

We denote by $\mathcal{M} \mathcal{N} C(U, \mathcal{U}, \tau, \kappa)$, or when there can be no confusion by $\mathcal{N} \mathcal{N} C(U)$ or even just $\mathcal{M} \mathcal{N} C$, the set of minimal closed sets in $\mathcal{U}$. Likewise, $\mathcal{M} X C(U, \mathcal{U}, \tau, \kappa), \mathcal{M} X C(S)$ or $\mathcal{M} X C$ will denote the set of maximal closed sets.

The proof of the next results is omitted, since it is obtained by an argument similar to the proof of Lemma 3.2.

Lemma 4.2. Let $(U, \mathcal{U}, \tau, \kappa)$ be a ditopological texture space. The following are satisfied.
(i) If $A \in \mathcal{M} \mathcal{N} C$ and $B \in \kappa$, then $A \cap B=\emptyset$ or $A \subseteq B$.
(ii) If $A, B \in A \in \mathcal{M} \mathcal{N} C$, then $A \cap B=\emptyset$ or $A=B$.
(iii) If $A \in \mathcal{M} X C$ and $B \in \kappa$ then $A \cup B=U$ or $B \subseteq A$.
(iv) $A, B \in A \in \mathcal{M} X C$, then $A \cup B=U$ or $A=B$.

Proposition 4.3. Let $(U, \mathcal{U}, \tau, \kappa)$ be a ditopological space.
(a) Let $A \in \mathcal{M} \mathcal{N} C$ and $\left\{A_{j}\right\}_{j \in J} \subseteq \mathcal{M} \mathcal{N} C$. Then:
(i) If $A \subseteq \bigvee_{j \in J} A_{j}$, then there exists $k \in J$ such that $A=A_{k}$.
(ii) If $A \neq A_{k}$ for some $k \in J$, then $\left(\bigvee_{j \in J} A_{j}\right) \cap A=\emptyset$.
(b) Let $A \in \mathcal{M} X C$ and $\left\{A_{j}\right\}_{j \in J} \subseteq \mathcal{M} X C$. Then
(iii) If $\bigcap_{j \in J} A_{j} \subset A$, then there exists $k \in J$ such that $A=A_{k}$.

Proof. (i) Let $A \subseteq \bigvee_{j \in J} A_{j}$. Then $A=A \cap\left(\bigvee_{j \in J} A_{j}\right)=\bigvee_{j \in J}\left(A \cap A_{j}\right)$. By Lemma 4.2 (ii), if $A \neq A_{j}$ for some $j \in J$, then $A \cap A_{j}=\emptyset$, and so $\emptyset=\bigvee_{j \in J}\left(A \cap A_{j}\right)=A$. This is a contradiction, since $A$ is minimal closed set. It follows that there exists $k \in J$ such that $A=A_{k}$.
(ii) Suppose that $\left(\bigvee_{j \in J} A_{j}\right) \cap A \neq \emptyset$. Then there exists $k \in J$ such that $A_{k} \cap A \neq \emptyset$. From Lemma 4.2 (ii), we have $A_{k}=A$, but it is a contradiction.
(iii) Let $\bigcap_{j \in J} A_{j} \subset A$.Then $A=A \cup\left(\bigcap_{j \in J} A_{j}\right)=\bigcap_{j \in J}\left(A \cup A_{j}\right)$. If $A \cup A_{k}=U$ for some $k \in J$, then we have $U=\bigcap_{j \in J}\left(A \cup A_{j}\right)=A$.It foolows that we have a contradiction, since $A$ is maximal closed set. Thus there exists $j \in J$ such that $A \cup A_{j} \neq U$.By Lemma 4.2 (iii), the result is obtained.

Proposition 4.4. Let $(U, \mathcal{U}, \sigma, \tau, \kappa)$ be a complemented ditopological space and $A \in \mathcal{U}$.
(i) $A$ is a minimal closed set if and only if $\sigma(A)$ is a maximal open set.
(ii) $A$ is maximal closed set if and only if $\sigma(A)$ is a minimal open set.

Proof. (i) Suppose that $A$ is a minimal closed set. Then $A \neq \emptyset$ and $\sigma(A) \in \kappa \backslash\{U\}$. Now let $H \in \tau$ and $\sigma(A) \subseteq H$. From the complemented ditopology, we have $\sigma(H) \in \kappa$ and $\sigma(H) \subseteq \sigma(\sigma(A))=A$. Since $A$ is minimal closed set, $\sigma(H)=\emptyset$ or $\sigma(H)=A$. Then it is obtained $H=\sigma \sigma(H))=\sigma(e s)=U$ or $H=\sigma(\sigma(H))=\sigma(A)$.
(ii) The proof is obtained by an argument similar to the proof (i).
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#### Abstract

Let $t^{(e)}(n)$ denote the number of $e$-squarefree $e$-divisor of $n$. In this paper we shall use the complex integration method to study the mean value of $\left(t^{(e)}(n)\right)^{2}$ and give its asymptotic formula $\sum_{n \leq x}\left(t^{(e)}(n)\right)^{2}=x^{\frac{1}{2}}\left(P_{1}(\log x)\right)+x^{\frac{1}{3}}\left(P_{2}(\log x)\right)+O\left(x^{\sigma_{0}+\varepsilon}\right)$.
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## §1. Introduction and preliminaries

An integer $n$ is a full square number if $p$ is the prime factor of $n$, then $p \mid n$, that is, its prime factorization formula must have the following form

$$
n=p_{1}^{a_{1}} p_{2}^{a_{2}} \cdots p_{s}^{a_{s}},\left(a_{1} \geq 2, a_{2} \geq 2, \cdots, a_{s} \geq 2\right)
$$

Let $n>1$ be an integer, $n=\prod_{i=1}^{s} p_{i}^{a_{i}}, d=\prod_{i=1}^{s} p_{i}^{b_{i}}$, where $b_{i} \mid a_{i}$. The integer $d$ is called an exponential divisor of $n$ if $b_{i} \mid a_{i}, i \in\{1,2, \cdots, s\}$, notation: $\left.d\right|_{e} n$. By convention $\left.1\right|_{e} 1$. If all exponents $a_{1}, a_{2}, \cdots, a_{s}$ are squarefree, the integer $n>1$ called $e$-squarefree. Now we consider the exponential squarefree exponential divisor of $n$, if $b_{i} \mid a_{i}, i \in\{1,2, \cdots, s\}$ and $b_{1}, b_{2}, \cdots, b_{s}$ are squarefree, then $d=\prod_{i=1}^{s} p_{i}^{b_{i}}$ is an $e$-squarefree $e$-divisor of $n=\prod_{i=1}^{s} p_{i}^{a_{i}}$. Note that the integer 1 is $e$-squarefree but is not an $e$-divisor of $n>1$.

Let $t^{(e)}(n)$ denote the number of $e$-squarefree $e$-divisoe of $n$. We know that $t^{(e)}(n)$ is multiplicative and if $n=\prod_{i=1}^{s} p_{i}^{a_{i}}>1, i \in\{1,2, \cdots, s\}$, then (see [4])

$$
t^{(e)}(n)=2^{\omega\left(a_{1}\right)} \cdots 2^{\omega\left(a_{s}\right)}
$$

where $\omega(n)$ denote the number of distinct prime factors of $n$, with $\omega(1)=0$ and $\omega(n)=s$. In particular, for each prime $p$,

$$
t^{(e)}(p)=1, t^{(e)}\left(p^{2}\right)=t^{(e)}\left(p^{3}\right)=t^{(e)}\left(p^{4}\right)=t^{(e)}\left(p^{5}\right)=2, t^{(e)}\left(p^{6}\right)=4, \cdots .
$$

The Dirichlet series of $t^{(e)}(n)$ is of form

$$
\sum_{n=1}^{\infty} \frac{t^{(e)}(n)}{n^{s}}=\zeta(s) \zeta(2 s) V(s), \Re s>1,
$$

where $V(s)=\sum_{n=1}^{\infty} \frac{v(n)}{n^{s}}$ is absolutely convergent for $\Re s>\frac{1}{4}$. For a sufficiently small positive constant $\varepsilon$, Tóth [4] showed that

$$
\begin{equation*}
\sum_{n \leq x} t^{(e)}(n)=C_{1} x+C_{2} x^{\frac{1}{2}}+R(x) \tag{1}
\end{equation*}
$$

where

$$
\begin{gathered}
C_{1}:=\prod_{p}\left(1+\sum_{a=6}^{\infty} \frac{2^{\omega(a)}-2^{\omega(a-1)}}{p^{a}}\right) \\
C_{2}:=\zeta\left(\frac{1}{2}\right) \prod_{p}\left(1+\sum_{a=4}^{\infty} \frac{2^{\omega(a)}-2^{\omega(a-1)}-2^{\omega(a-2)}+2^{\omega(a-4)}}{p^{\frac{a}{2}}}\right)
\end{gathered}
$$

and $R(x)=O\left(x^{\frac{1}{4}+\varepsilon}\right)$. Suppose $R H$ is ture, then in Liu and Dong [2] it is proved that $R(x)=$ $O\left(x^{\frac{7}{29}+\varepsilon}\right)$.

Many scholars are interested in researching the divisor problem, and they have obtained a large number of good results. However, there are many problems have not been solved.

In this paper, we will use the complex integration method to estimate the mean value of $\left(t^{(e)}(n)\right)^{2}$ over square-full numbers, that is

$$
\sum_{\substack{n \leq x \\ n \text { is square-full }}}\left(t^{(e)}(n)\right)^{2}=\sum_{n \leq x}\left(t^{(e)}(n)\right)^{2} f(n),
$$

where $f(n)$ is the characteristic function of square-full integers, i.e.,

$$
f(n)= \begin{cases}1, & n \text { is square-full } \\ 0, & \text { otherwise }\end{cases}
$$

We establish the following theorem.
Theorem 1.1. For any $\varepsilon>0$, then we have

$$
\begin{equation*}
\sum_{n \leq x}\left(t^{(e)}(n)\right)^{2}=x^{\frac{1}{2}}\left(P_{1}(\log x)\right)+x^{\frac{1}{3}}\left(P_{2}(\log x)\right)+O\left(x^{\sigma_{0}+\varepsilon}\right) \tag{2}
\end{equation*}
$$

where $\sigma_{0}=\frac{10741}{39424}=0.272 \cdots$, and $P_{k}(\log x), k=1,2$ are polynomials of degree 1 in $\log x$.

## §2. Some lemmas

In this part, in order to prove our theorem, we give some lemmas.
Lemma 2.1. Suppose $\frac{1}{2} \leq \sigma \leq 1, t \geq t_{0} \geq 2$, we have

$$
\begin{equation*}
\zeta(\sigma+i t) \ll t^{\frac{(1-\sigma)}{3}} \log t \tag{3}
\end{equation*}
$$

Proof. This lemma can be founed in Titchmarsh [3].

Lemma 2.2. Suppose $\frac{1}{2}<\sigma<1$, define

$$
\begin{align*}
& m(\sigma)=\frac{4}{(3-4 \sigma)}, \frac{1}{2}<\sigma \leq \frac{5}{8} \\
& m(\sigma)=\frac{12408}{(4537-4890 \sigma)}, \frac{3}{4} \leq \sigma \leq \frac{5}{6} \tag{4}
\end{align*}
$$

then for any $\varepsilon>0$, we have

$$
\begin{equation*}
\int_{1}^{T}|\zeta(\sigma+i t)|^{m(\sigma)} d t \ll T^{1+\varepsilon} \tag{5}
\end{equation*}
$$

Proof. This lemma can be found in Ivić [1].

## §3. Proof of Theorem 1.1

Let

$$
\begin{equation*}
F(s)=\sum_{n=1}^{\infty} \frac{\left(t^{(e)}(n)\right)^{2}}{n^{s}}, \Re s>\frac{1}{2} \tag{6}
\end{equation*}
$$

For $\Re s>\frac{1}{2}$, since $t^{(e)}(n)$ is a multiplicative function, than we use Euler product formula and get

$$
\begin{align*}
F(s) & =\sum_{\substack{n=1 \\
n \text { is square }- \text { full }}}^{\infty}\left(t^{(e)}(n)\right)^{2}=\sum_{n=1}^{\infty}\left(t^{(e)}(n)\right)^{2} f(n) \\
& =\prod_{p}\left(1+\frac{\left(t^{(e)}(p)\right)^{2} f(p)}{p^{s}}+\frac{\left(t^{(e)}\left(p^{2}\right)\right)^{2} f\left(p^{2}\right)}{p^{2 s}}+\frac{\left(t^{(e)}\left(p^{3}\right)\right)^{2} f\left(p^{3}\right)}{p^{3 s}}+\cdots\right) \\
& =\prod_{p}\left(1+\frac{4}{p^{2 s}}+\frac{4}{p^{3 s}}+\frac{4}{p^{4 s}}+\frac{4}{p^{5 s}}+\frac{16}{p^{6 s}}+\cdots\right) \\
& =\zeta(2 s) \prod_{p}\left(1+\frac{3}{p^{2 s}}+\frac{4}{p^{3 s}}+\frac{12}{p^{6 s}}+\cdots\right)  \tag{7}\\
& =\zeta^{4}(2 s) \prod_{p}\left(1+\frac{4}{p^{3 s}}-\frac{6}{p^{4 s}}-\frac{12}{p^{5 s}}+\frac{20}{p^{6 s}}+\cdots\right) \\
& =\zeta^{4}(2 s) \zeta(3 s) \prod_{p}\left(1+\frac{3}{p^{3 s}}-\frac{6}{p^{4 s}}-\frac{12}{p^{5 s}}+\frac{16}{p^{6 s}}+\cdots\right) \\
& =\zeta^{4}(2 s) \zeta^{4}(3 s) \prod_{p}\left(1-\frac{6}{p^{4 s}}-\frac{12}{p^{5 s}}+\cdots\right) \\
& =\zeta^{4}(2 s) \zeta^{4}(3 s) G(s)
\end{align*}
$$

where $G(s)=\sum_{n=1}^{\infty} \frac{g(s)}{n^{s}}, G(s)$ is absolutely convergent for $\Re s>\frac{1}{4}$. Then

$$
\sum_{n \leq x}|g(n)| \ll x^{\frac{1}{4}+\varepsilon}
$$

By Perron's formula, we have

$$
\begin{equation*}
\sum_{n \leq x}\left(t^{(e)}(n)\right)^{2}=\frac{1}{2 \pi i} \int_{b-i T}^{b+i T} \zeta^{4}(2 s) \zeta^{4}(3 s) G(s) \cdot \frac{x^{s}}{s} d s+O\left(\frac{x^{\frac{1}{2}+\varepsilon}}{T}\right) \tag{8}
\end{equation*}
$$

where $b=\frac{1}{2}+\varepsilon, T=x^{c}, c=5$. We move the line of integration to $\Re s=\sigma_{0}, \frac{1}{4}<\sigma_{0}<\frac{1}{3}$, whose exact value will be determined later. According to the residue theorem, we get

$$
S(x)=x^{\frac{1}{2}}\left(P_{1}(\log x)\right)+x^{\frac{1}{3}}\left(P_{2}(\log x)\right)+I_{1}+I_{2}+I_{3}+O(1),
$$

where

$$
\begin{aligned}
& I_{1}=\frac{1}{2 \pi i} \int_{\sigma_{0}-i T}^{\sigma_{0}+i T} \zeta^{4}(2 s) \zeta^{4}(3 s) G(s) \frac{x^{s}}{s} d s \\
& I_{2}=\frac{1}{2 \pi i} \int_{b-i T}^{\sigma_{0}-i T} \zeta^{4}(2 s) \zeta^{4}(3 s) G(s) \frac{x^{s}}{s} d s \\
& I_{3}=\frac{1}{2 \pi i} \int_{\sigma_{0}+i T}^{b+i T} \zeta^{4}(2 s) \zeta^{4}(3 s) G(s) \frac{x^{s}}{s} d s
\end{aligned}
$$

Applying Lemma 2.1, we can obtain

$$
\begin{align*}
I_{2}+I_{3} & \ll \int_{\sigma_{0}}^{\frac{1}{2}}|\zeta(2 \sigma+2 i T)|^{4}|\zeta(3 \sigma+3 i T)|^{4} x^{\sigma} T^{-1} d \sigma \\
& \ll x^{\frac{1}{2}+\varepsilon} T^{\frac{5-20 \sigma_{0}}{3}+\varepsilon}  \tag{9}\\
& \ll 1
\end{align*}
$$

if $\sigma_{0}>\frac{53}{200}$, where $s=\sigma+i t$. On the other hand, we have

$$
\begin{equation*}
I_{1} \ll x^{\sigma_{0}} \int_{1}^{T}\left|\zeta\left(2 \sigma_{0}+2 i t\right)\right|^{4}\left|\zeta\left(3 \sigma_{0}+3 i t\right)\right|^{4} t^{-1} d t \tag{10}
\end{equation*}
$$

According to the partial integral formula, it suffices to prove that

$$
\begin{align*}
I & =\int_{1}^{T}\left|\zeta\left(2 \sigma_{0}+2 i t\right)\right|^{4}\left|\zeta\left(3 \sigma_{0}+3 i t\right)\right|^{4} d t  \tag{11}\\
& \ll T^{1+\varepsilon} .
\end{align*}
$$

Let $p>0, q>0$ are real number satisfying $\frac{1}{p}+\frac{1}{q}=1$. According to the Hölder's inequality, we have

$$
\begin{equation*}
I \ll\left(\int_{1}^{T}\left|\zeta^{4}\left(2 \sigma_{0}+2 i t\right)\right|^{p} d t\right)^{\frac{1}{p}}\left(\int_{1}^{T}\left|\zeta^{4}\left(3 \sigma_{0}+3 i t\right)\right|^{q} d t\right)^{\frac{1}{q}} \tag{12}
\end{equation*}
$$

Let $4 p=m\left(2 \sigma_{0}\right), 4 q=m\left(3 \sigma_{0}\right)$ satisfying

$$
\begin{equation*}
\frac{4}{m\left(2 \sigma_{0}\right)}+\frac{4}{m\left(3 \sigma_{0}\right)}=1 \tag{13}
\end{equation*}
$$

applying Lemma 2.2 we can get (11), if $\sigma_{0}=\frac{10741}{39486}=0.272 \cdots$.
Thus we complete the proof of Theorem 1.1.
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#### Abstract

Using norms ( $T$ and $C$ ) this paper introduces a new notion of intuitionistic fuzzy SU-algebra and some of its properties are discussed in detail. Next, we define the intersection and direct product of them and investigate some properties of them. Finally, we obtain some results of them under homomorphisms.
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## §1. Introduction

Algebra (from Arabic: al-jabr, meaning "reunion of broken parts and "bonesetting) is one of the broad parts of mathematics, together with number theory, geometry and analysis. In its most general form, algebra is the study of mathematical symbols and the rules for manipulating these symbols; it is a unifying thread of almost all of mathematics. It includes everything from elementary equation solving to the study of abstractions such as groups, rings, and fields. The more basic parts of algebra are called elementary algebra; the more abstract parts are called abstract algebra or modern algebra. Elementary algebra is generally considered to be essential for any study of mathematics, science, or engineering, as well as such applications as medicine and economics. Abstract algebra is a major area in advanced mathematics, studied primarily by professional mathematicians. Several algebraic structure have been introduced in the recent past. Iseki and Tanaka [6], introduced a class of abstract algebra: BCK-algebra. Also Imai and Iseki [5], dealt about BCI-algebras. Then, Hu and Li [4], have given the notion of BCH -algebra which is the generalization of BCI and BCK-algebras. Neggers et.al [9, 10, 11] introduced the notions of B-algebras, Q-algebras and d-algebras. In 2010, Megalai and Tamilarasi [47], introduced TM-algebra. During 2011, Keawrahun and Leerawat [7] introduced new structured algebra called SU-Algebra. The concept of a fuzzy set was introduced by Zadeh [48]. In 1986, Atanassov [2] introduced the notion of intuitionistic fuzzy sets as a generalization of fuzzy sets. Muralikrishna and Chandramouleeswarna [8] introduced the notion of intuitionistic fuzzy SU-subalgebra. Triangular norms and conorms are operations which generalize the logical conjunction and logical disjunction to fuzzy logic. They are a natural interpretation of the conjunction and disjunction in the semantics of mathematical fuzzy logics [Hjek (1998)] and they are used to combine criteria in multi-criteria decision making. The author by using norms,
investigated some properties of fuzzy algebraic structures [12-46]. In this paper, by using norms ( $T$ and $C$ ) a new notion of intuitionistic fuzzy SU-algebra is defined and some substructures are also established in this algebra.

## §2. Preliminaries

This section contains some basic definitions and preliminary results which will be needed in the sequal. For more details we refer to $[1,2,3,7,8,30,42]$.

Definition 2.1. For sets $X, Y$ and $Z, f=\left(f_{1}, f_{2}\right): X \rightarrow Y \times Z$ is called a complex mapping if $f_{1}: X \rightarrow Y$ and $f_{2}: X \rightarrow Z$ are mappings.

Definition 2.2. Let $X$ be a nonempty set. A complex mapping $A=\left(\mu_{A}, \nu_{A}\right): X \rightarrow$ $[0,1] \times[0,1]$ is called an intuitionistic fuzzy set (in short, IFS) in $X$ if $\mu_{A}+\nu_{A} \leq 1$ where the mappings $\mu_{A}: X \rightarrow[0,1]$ and $\nu_{A}: X \rightarrow[0,1]$ denote the degree of membership (namely $\left.\mu_{A}(x)\right)$ and the degree of non-membership (namely $\nu_{A}(x)$ ) for each $x \in X$ to $A$, respectively. In particular $\emptyset_{X}$ and $U_{X}$ denote the intuitionistic fuzzy empty set and intuitionistic fuzzy whole set in $X$ defined by $\emptyset_{X}(x)=(0,1)$ and $U_{X}(x)=(1,0)$, respectively. We will denote the set of all IFSs in $X$ as $\operatorname{IFS}(X)$.

Definition 2.3. Let $X$ be a nonempty set and let $A=\left(\mu_{A}, \nu_{A}\right)$ and $B=\left(\mu_{B}, \nu_{B}\right)$ be IFSs in $X$. Then
(1) Inclusion: $A \subseteq B$ iff $\mu_{A} \leq \mu_{B}$ and $\nu_{A} \geq \nu_{B}$.
(2) Equality: $A=B$ iff $A \subseteq B$ and $B \subseteq A$.
(3) $\sqcup A=\left(\mu_{A}, \mu_{\bar{A}}\right)$.
(4) $\sqcap A=\left(\nu_{\bar{A}}, \nu_{A}\right)$.

Definition 2.4. A t-norm $T$ is a function $T:[0,1] \times[0,1] \rightarrow[0,1]$ having the following four properties:
(T1) $T(x, 1)=x$ (neutral element)
(T2) $T(x, y) \leq T(x, z)$ if $y \leq z$ (monotonicity)
(T3) $T(x, y)=T(y, x)$ (commutativity)
(T4) $T(x, T(y, z))=T(T(x, y), z)$ (associativity),
for all $x, y, z \in[0,1]$.
Example 2.1. (1) Standard intersection t-norm $T_{m}(x, y)=\min \{x, y\}$.
(2) Bounded sum $t$-norm $T_{b}(x, y)=\max \{0, x+y-1\}$.
(3) algebraic product $t$-norm $T_{p}(x, y)=x y$.
(4) Drastic t-norm

$$
T_{D}(x, y)= \begin{cases}y & \text { if } x=1 \\ x & \text { if } y=1 \\ 0 & \text { otherwise }\end{cases}
$$

(5) Nilpotent minimum $t$-norm

$$
T_{n M}(x, y)=\left\{\begin{aligned}
\min \{x, y\} & \text { if } x+y>1 \\
0 & \text { otherwise } .
\end{aligned}\right.
$$

(6) Hamacher product $t$-norm

$$
T_{H_{0}}(x, y)=\left\{\begin{aligned}
0 & \text { if } x=y=0 \\
\frac{x y}{x+y-x y} & \text { otherwise }
\end{aligned}\right.
$$

The drastic $t$-norm is the pointwise smallest $t$-norm and the minimum is the pointwise largest $t$-norm: $T_{D}(x, y) \leq T(x, y) \leq T_{\min }(x, y)$ for all $x, y \in[0,1]$.

Lemma 2.1. Let $T$ be a t-norm. Then

$$
T(T(x, y), T(w, z))=T(T(x, w), T(y, z))
$$

for all $x, y, w, z \in[0,1]$.
Definition 2.4. A t-conorm $C$ is a function $C:[0,1] \times[0,1] \rightarrow[0,1]$ having the following four properties:
(C1) $C(x, 0)=x$
(C2) $C(x, y) \leq C(x, z)$ if $y \leq z$
(C3) $C(x, y)=C(y, x)$
(C4) $C(x, C(y, z))=C(C(x, y), z)$,
for all $x, y, z \in[0,1]$.
Example 2.2. (1) Standard union $t$-conorm $C_{m}(x, y)=\max \{x, y\}$.
(2) Bounded sum $t$-conorm $C_{b}(x, y)=\min \{1, x+y\}$.
(3) Algebraic sum $t$-conorm $C_{p}(x, y)=x+y-x y$.
(4) Drastic T-conorm

$$
C_{D}(x, y)= \begin{cases}y & \text { if } x=0 \\ x & \text { if } y=0 \\ 1 & \text { otherwise }\end{cases}
$$

dual to the drastic T-norm.
(5) Nilpotent maximum $T$-conorm, dual to the nilpotent minimum $T$-norm:

$$
C_{n M}(x, y)=\left\{\begin{aligned}
\max \{x, y\} & \text { if } x+y<1 \\
1 & \text { otherwise } .
\end{aligned}\right.
$$

(6) Einstein sum (compare the velocity-addition formula under special relativity) $C_{H_{2}}(x, y)=$ $\frac{x+y}{1+x y}$ is a dual to one of the Hamacher $t$-norms. Note that all $t$-conorms are bounded by the maximum and the drastic $t$-conorm: $C_{\max }(x, y) \leq C(x, y) \leq C_{D}(x, y)$ for any $t$-conorm $C$ and all $x, y \in[0,1]$.

Recall that $t$-norm $T(t$-conorm $C)$ is idempotent if for all $x \in[0,1], T(x, x)=x(C(x, x)=$ $x)$.

Lemma 2.2. Let $C$ be at-conorm. Then

$$
C(C(x, y), C(w, z))=C(C(x, w), C(y, z))
$$

for all $x, y, w, z \in[0,1]$.
Definition 2.5. Let $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFS}(X)$ and $B=\left(\mu_{B}, \nu_{B}\right) \in \operatorname{IFS}(X)$. Define intesection $A$ and $B$ as

$$
A \cap B=\left(\mu_{A}, \nu_{A}\right) \cap\left(\mu_{B}, \nu_{B}\right)=\left(\mu_{A \cap B}, \nu_{A \cap B}\right)
$$

such that $\mu_{A \cap B}(x)=T\left(\mu_{A}(x), \mu_{B}(x)\right)$ and $\nu_{A \cap B}(x)=C\left(\nu_{A}(x), \nu_{B}(y)\right)$ for all $x \in X$.
Definition 2.6. Let $\varphi$ be a function from set $X$ into set $Y$ such that $A=\left(\mu_{A}, \nu_{A}\right)$ and $B=\left(\mu_{B}, \nu_{B}\right)$ be two intuitionistic fuzzy sets in $X$ and $Y$ respectively.
For all $x \in X, y \in Y$, we define

$$
\begin{aligned}
& \varphi(A)(y)=\left(\varphi\left(\mu_{A}\right)(y), \varphi\left(\nu_{A}\right)(y)\right) \\
& =\left\{\begin{aligned}
\left(\sup \left\{\mu_{A}(x) \mid x \in X, \varphi(x)=y\right\}, \inf \left\{\nu_{A}(x) \mid x \in X, \varphi(x)=y\right\}\right) & \text { if } \varphi^{-1}(y) \neq \emptyset \\
(0,1) & \text { if } \varphi^{-1}(y)=\emptyset
\end{aligned}\right.
\end{aligned}
$$

Also $\varphi^{-1}(B)(x)=\left(\varphi^{-1}\left(\mu_{B}\right)(x), \varphi^{-1}\left(\nu_{B}\right)(x)\right)=\left(\mu_{B}(\varphi(x)), \nu_{B}(\varphi(x))\right)$.
Definition 2.7. A SU-algebra is a non-empty set $X$ with a consonant 0 and a single binary operation $*$ (denoted by $(X, *, 0)$ ) satisfying the following axioms for any $x, y, z \in X$ :
(1) $((x * y) *(x * z)) *(y * z)=0$,
(2) $x * 0=x$,
(3) if $x * y=0$, then $x=y$.

Definition 2.8. A non-empty subset $S$ of a $S U$-algebra $X$ is said to be a subalgebra if $x * y \in S$ for all $x, y \in S$.

Definition 2.9. A function $f: X \rightarrow Y$ of $S U$-algebras $X$ and $Y$ is called homomorphism if $f(x * y)=f(x) * f(y)$ for all $x, y \in X$.

## §3. Norms over intuitionistic fuzzy SU-subalgebras

Definition 3.1. A fuzzy subset $\mu:(X, *, 0) \rightarrow[0,1]$ in a $\operatorname{SU}$-algebra $(X, *, 0)$ is said to be a fuzzy SU-subalgebra of $X$ under $t$-norm $T$ if $\mu(x * y) \geq T(\mu(x), \mu(y))$ for all $x, y \in X$. We denote the set of all fuzzy $S U$-subalgebras of $X$ under t-norm $T$ by $\operatorname{FSUT}(X)$.

Definition 3.2. Let $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFS}(X)$ in a $\operatorname{SU}$-algebra $(X, *, 0)$. We say that $A=\left(\mu_{A}, \nu_{A}\right)$ is fuzzy SU-subalgebra of $X$ under norms $(T, C)$ if
(1) $\mu_{A}(x * y) \geq T\left(\mu_{A}(x), \mu_{A}(y)\right)$ and
(2) $\nu_{A}(x * y) \leq C\left(\nu_{A}(x), \nu_{A}(y)\right)$
for all $x, y \in X$. We denote the set of all intuitionistic fuzzy $S U$-subalgebras of $X$ under norms $(T, C)$ by $\operatorname{IFSUN}(X)$.

Example 3.1. Let $X=\{0,1,2,3\}$ be a set with the following table:

| $*$ | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 1 | 2 | 3 |
| 1 | 1 | 0 | 3 | 2 |
| 2 | 2 | 3 | 0 | 1 |
| 3 | 3 | 2 | 1 | 0 |

Then $(X, *, 0)$ is a SU-algebra. Define fuzzy subset $\mu:(X, *, 0) \rightarrow[0,1]$ as

$$
\mu(x)= \begin{cases}0.1 & \text { if } x=0 \\ 0.2 & \text { if } x=1 \\ 0.3 & \text { if } x=2 \\ 0.4 & \text { if } x=3\end{cases}
$$

and let $T$ be algebraic product $t$-norm as $T_{p}(a, b)=a b$ for all $a, b \in[0,1]$. Then $\mu \in F S U T(X)$. Also let $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFS}(X)$ in a $\operatorname{SU}$-algebra $(X, *, 0)$ such that

$$
\mu_{A}(x)=\left\{\begin{aligned}
0.2 & \text { if } x=0 \\
0.3 & \text { if } x=1 \\
0.4 & \text { if } x=2 \\
0.45 & \text { if } x=3
\end{aligned}\right.
$$

and

$$
\nu_{A}(x)=\left\{\begin{aligned}
0.3 & \text { if } x=0 \\
0.4 & \text { if } x=1 \\
0.5 & \text { if } x=2 \\
0.55 & \text { if } x=3
\end{aligned}\right.
$$

and let $T_{p}(a, b)=a b$ and $C_{p}(a, b)=a+b-a b$ for all $a, b \in[0,1]$. Then $A=\left(\mu_{A}, \nu_{A}\right) \in$ $\operatorname{IFSUN}(X)$.

Proposition 3.1. Let $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$. If $T$ and $C$ be idempotent, then $A(0) \supseteq A(x)$ for all $x \in X$.

Proof. Let $x \in X$. Then

$$
\mu_{A}(0)=\mu_{A}(x * x) \geq T\left(\mu_{A}(x), \mu_{A}(x)\right)=\mu_{A}(x)
$$

and

$$
\nu_{A}(0)=\nu_{A}(x * x) \leq C\left(\nu_{A}(x), \nu_{A}(x)\right)=\nu_{A}(x)
$$

and thus

$$
A(0)=\left(\mu_{A}(0), \nu_{A}(0)\right) \supseteq\left(\mu_{A}(x), \nu_{A}(x)\right)=A(x)
$$

Proposition 3.2. Let $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$ and $B=\left(\mu_{B}, \nu_{B}\right) \in \operatorname{IFSUN}(X)$. Then $A \cap B \in \operatorname{IFSUN}(X)$.

Proof. Let $x, y \in X$. Then
(1)

$$
\begin{aligned}
\mu_{A \cap B}(x * y) & =T\left(\mu_{A}(x * y), \mu_{B}(x * y)\right) \\
& \geq T\left(T\left(\mu_{A}(x), \mu_{A}(y)\right), T\left(\mu_{B}(x), \mu_{B}(y)\right)\right) \\
& =T\left(T\left(\mu_{A}(x), \mu_{B}(x)\right), T\left(\mu_{A}(y), \mu_{B}(y)\right)\right) \\
& =T\left(\mu_{A \cap B}(x), \mu_{A \cap B}(y)\right)
\end{aligned}
$$

so $\mu_{A \cap B}(x * y) \geq T\left(\mu_{A \cap B}(x), \mu_{A \cap B}(y)\right)$.
(2)

$$
\begin{aligned}
\nu_{A \cap B}(x * y) & =C\left(\nu_{A}(x * y), \nu_{B}(x * y)\right) \\
& \leq C\left(C\left(\nu_{A}(x), \nu_{A}(y)\right), C\left(\nu_{B}(x), \nu_{B}(y)\right)\right) \\
& =C\left(C\left(\nu_{A}(x), \nu_{B}(x)\right), C\left(\nu_{A}(y), \nu_{B}(y)\right)\right) \\
& =C\left(\nu_{A \cap B}(x), \nu_{A \cap B}(y)\right)
\end{aligned}
$$

and then $\nu_{A \cap B}(x * y) \leq C\left(\nu_{A \cap B}(x), \nu_{A \cap B}(y)\right)$.
Therefore (1)-(2) give us that $A \cap B \in \operatorname{IFSUN}(X)$.
Recall that if $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFS}(X)$, then $\bar{A}=\left(\mu_{\bar{A}}, \nu_{\bar{A}}\right)=\left(1-\mu_{A}, 1-\nu_{A}\right) \in \operatorname{IFS}(X)$.
Proposition 3.3. $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSU} N(X)$ if and only if $\mu_{A} \in F S U T(X)$ and $\nu_{\bar{A}} \in \operatorname{FSUT}(X)$.

Proof. Let $x \in X$. If $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$, then $\mu_{A}(x * y) \geq T\left(\mu_{A}(x), \mu_{A}(y)\right)$ and $\nu_{A}(x * y) \leq C\left(\nu_{A}(x), \nu_{A}(y)\right)$. Thus $\mu_{A} \in \operatorname{FSUT}(X)$. Also
$\nu_{\bar{A}}(x * y)=1-\nu_{A}(x * y) \geq 1-C\left(\nu_{A}(x), \nu_{A}(y)\right)=T\left(1-\nu_{A}(x), 1-\nu_{A}(y)\right)=T\left(\nu_{\bar{A}}(x), \nu_{\bar{A}}(y)\right)$
and so $\nu_{\bar{A}} \in F S U T(X)$.
Conversely, let $\mu_{A} \in \operatorname{FSUT}(X)$ and $\nu_{\bar{A}} \in \operatorname{FSUT}(X)$. As $\mu_{A} \in \operatorname{FSUT}(X)$ so

$$
\mu_{A}(x * y) \geq T\left(\mu_{A}(x), \mu_{A}(y)\right)
$$

As $\nu_{\bar{A}} \in \operatorname{FSUT}(X)$ so $\nu_{\bar{A}}(x * y) \geq T\left(\nu_{\bar{A}}(x), \nu_{\bar{A}}(y)\right)$ then $-\nu_{\bar{A}}(x * y) \leq-T\left(\nu_{\bar{A}}(x), \nu_{\bar{A}}(y)\right)$ and so $1-\nu_{\bar{A}}(x * y) \leq 1-T\left(\nu_{\bar{A}}(x), \nu_{\bar{A}}(y)\right)$ which means that $\nu_{A}(x * y) \leq 1-T\left(1-\nu_{A}(x), 1-\nu_{A}(y)\right)$ which implies that

$$
\nu_{A}(x * y) \leq C\left(\nu_{A}(x), \nu_{A}(y)\right)
$$

Therefore $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSU} N(X)$.
Proposition 3.4. $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$ if and only if $\sqcup A=\left(\mu_{A}, \mu_{\bar{A}}\right) \in$ $\operatorname{IFSUN}(X)$ and $\sqcap A=\left(\nu_{\bar{A}}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$.

Proof. Let $x \in X$. Let $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSU} N(X)$ then

$$
\begin{equation*}
\mu_{A}(x * y) \geq T\left(\mu_{A}(x), \mu_{A}(y)\right) . \tag{a}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu_{A}(x * y) \leq C\left(\nu_{A}(x), \nu_{A}(y)\right) \tag{d}
\end{equation*}
$$

Also

$$
\begin{align*}
\mu_{A}(x * y) & \geq T\left(\mu_{A}(x), \mu_{A}(y)\right) \\
& \Longleftrightarrow-\mu_{A}(x * y) \leq-T\left(\mu_{A}(x), \mu_{A}(y)\right) \\
& \Longleftrightarrow 1-\mu_{A}(x * y) \leq 1-T\left(\mu_{A}(x), \mu_{A}(y)\right) \\
& \Longleftrightarrow 1-\mu_{A}(x * y) \leq 1-T\left(1-\mu_{\bar{A}}(x), 1-\mu_{\bar{A}}(y)\right) \\
& \Longleftrightarrow \mu_{\bar{A}}(x * y) \leq C\left(\mu_{\bar{A}}(x), \mu_{\bar{A}}(y)\right) . \quad(\mathrm{b}) \tag{b}
\end{align*}
$$

Then from (a) and (b) we will have that $\sqcup A=\left(\mu_{A}, \mu_{\bar{A}}\right) \in \operatorname{IFSUN}(X)$.
Also

$$
\begin{align*}
\nu_{A}(x * y) & \leq C\left(\nu_{A}(x), \nu_{A}(y)\right) \\
& \Longleftrightarrow-\nu_{A}(x * y) \geq-C\left(\nu_{A}(x), \nu_{A}(y)\right) \\
& \Longleftrightarrow 1-\nu_{A}(x * y) \geq 1-C\left(\nu_{A}(x), \nu_{A}(y)\right) \\
& \Longleftrightarrow 1-\nu_{A}(x * y) \geq 1-C\left(1-\nu_{\bar{A}}(x), 1-\nu_{\bar{A}}(y)\right) \\
& \Longleftrightarrow \nu_{\bar{A}}(x * y) \geq T\left(\nu_{\bar{A}}(x), \nu_{\bar{A}}(y)\right) . \quad \text { (c) } \tag{c}
\end{align*}
$$

Now from (c) and (d) we get that $\sqcap A=\left(\nu_{\bar{A}}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$.
Conversely, let $\sqcup A=\left(\mu_{A}, \mu_{\bar{A}}\right) \in \operatorname{IFSUN}(X)$ and $\sqcap A=\left(\nu_{\bar{A}}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$. As $\sqcup A=$ $\left(\mu_{A}, \mu_{\bar{A}}\right) \in \operatorname{IFSUN}(X)$ so

$$
\begin{equation*}
\mu_{A}(x * y) \geq T\left(\mu_{A}(x), \mu_{A}(y)\right) \tag{a}
\end{equation*}
$$

and since $\sqcap A=\left(\nu_{\bar{A}}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$ so

$$
\begin{equation*}
\nu_{A}(x * y) \leq C\left(\nu_{A}(x), \nu_{A}(y)\right) \tag{b}
\end{equation*}
$$

Then from (a) and (b) we get that $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$.
Proposition 3.5. Let $\varphi$ be a function from SU-algebra of $X$ into $S U$-algebra of $Y$ and $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSU} N(X)$. Then $\varphi(A)=\left(\varphi\left(\mu_{A}\right), \varphi\left(\nu_{A}\right)\right) \in \operatorname{IFSUN}(Y)$.

Proof. Let $y_{1}, y_{2} \in Y$. Then

$$
\begin{aligned}
\varphi\left(\mu_{A}\right)\left(y_{1} * y_{2}\right) & =\sup \left\{\mu_{A}\left(x_{1} * x_{2}\right) \mid x_{1}, x_{2} \in X, \varphi\left(x_{1}\right)=y_{1}, \varphi\left(x_{2}\right)=y_{2}\right\} \\
& \geq \sup \left\{T\left(\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right)\right) \mid x_{1}, x_{2} \in X, \varphi\left(x_{1}\right)=y_{1}, \varphi\left(x_{2}\right)=y_{2}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \geq T\left(\sup \left\{\mu_{A}\left(x_{1}\right) \mid x_{1} \in X, \varphi\left(x_{1}\right)=y_{1}\right\}, \sup \left\{\mu_{A}\left(x_{2}\right) \mid x_{2} \in X, \varphi\left(x_{2}\right)=y_{2}\right\}\right) \\
& =T\left(\varphi\left(\mu_{A}\right)\left(y_{1}\right), \varphi\left(\mu_{A}\right)\left(y_{2}\right)\right)
\end{aligned}
$$

and so

$$
\begin{equation*}
\varphi\left(\mu_{A}\right)\left(y_{1} * y_{2}\right) \geq T\left(\varphi\left(\mu_{A}\right)\left(y_{1}\right), \varphi\left(\mu_{A}\right)\left(y_{2}\right)\right) . \tag{a}
\end{equation*}
$$

Also

$$
\begin{aligned}
\varphi\left(\nu_{A}\right)\left(y_{1} * y_{2}\right) & =\inf \left\{\nu_{A}\left(x_{1} * x_{2}\right) \mid x_{1}, x_{2} \in X, \varphi\left(x_{1}\right)=y_{1}, \varphi\left(x_{2}\right)=y_{2}\right\} \\
& \leq \inf \left\{C\left(\nu_{A}\left(x_{1}\right), \nu_{A}\left(x_{2}\right)\right) \mid x_{1}, x_{2} \in X, \varphi\left(x_{1}\right)=y_{1}, \varphi\left(x_{2}\right)=y_{2}\right\} \\
& \leq C\left(\inf \left\{\nu_{A}\left(x_{1}\right) \mid x_{1} \in X, \varphi\left(x_{1}\right)=y_{1}\right\}, \inf \left\{\nu_{A}\left(x_{2}\right) \mid x_{2} \in X, \varphi\left(x_{2}\right)=y_{2}\right\}\right) \\
& =C\left(\varphi\left(\nu_{A}\right)\left(y_{1}\right), \varphi\left(\nu_{A}\right)\left(y_{2}\right)\right)
\end{aligned}
$$

thus

$$
\begin{equation*}
\varphi\left(\nu_{A}\right)\left(y_{1} * y_{2}\right) \leq C\left(\varphi\left(\nu_{A}\right)\left(y_{1}\right), \varphi\left(\nu_{A}\right)\left(y_{2}\right)\right) . \tag{b}
\end{equation*}
$$

Therefore (a) and (b) give us that $\varphi(A)=\left(\varphi\left(\mu_{A}\right), \varphi\left(\nu_{A}\right)\right) \in \operatorname{IFSUN}(Y)$.

Proposition 3.6. Let $\varphi$ be a function from $S U$-algebra of $X$ into $S U$-algebra of $Y$ and $B=\left(\mu_{B}, \nu_{B}\right) \in \operatorname{IFSUN}(Y)$. Then $\varphi^{-1}(B)=\left(\varphi^{-1}\left(\mu_{B}\right), \varphi^{-1}\left(\nu_{B}\right)\right) \in \operatorname{IFSUN}(X)$.

Proof. Let $x_{1}, x_{2} \in X$. Then

$$
\begin{aligned}
& \varphi^{-1}\left(\mu_{B}\right)\left(x_{1} * x_{2}\right)=\mu_{B}(\varphi)\left(x_{1} * x_{2}\right)=\mu_{B}\left(\varphi\left(x_{1}\right) * \varphi\left(x_{2}\right)\right) \\
\geq & T\left(\mu_{B}\left(\varphi\left(x_{1}\right)\right), \mu_{B}\left(\varphi\left(x_{2}\right)\right)\right)=T\left(\varphi^{-1}\left(\mu_{B}\right)\left(x_{1}\right), \varphi^{-1}\left(\mu_{B}\right)\left(x_{2}\right)\right)
\end{aligned}
$$

and then

$$
\begin{equation*}
\varphi^{-1}\left(\mu_{B}\right)\left(x_{1} * x_{2}\right) \geq T\left(\varphi^{-1}\left(\mu_{B}\right)\left(x_{1}\right), \varphi^{-1}\left(\mu_{B}\right)\left(x_{2}\right)\right) . \tag{a}
\end{equation*}
$$

Also

$$
\begin{gathered}
\varphi^{-1}\left(\nu_{B}\right)\left(x_{1} * x_{2}\right)=\nu_{B}(\varphi)\left(x_{1} * x_{2}\right)=\nu_{B}\left(\varphi\left(x_{1}\right) * \varphi\left(x_{2}\right)\right) \\
\leq C\left(\nu_{B}\left(\varphi\left(x_{1}\right)\right), \nu_{B}\left(\varphi\left(x_{2}\right)\right)\right)=C\left(\varphi^{-1}\left(\nu_{B}\right)\left(x_{1}\right), \varphi^{-1}\left(\nu_{B}\right)\left(x_{2}\right)\right)
\end{gathered}
$$

and thus

$$
\begin{equation*}
\varphi^{-1}\left(\nu_{B}\right)\left(x_{1} * x_{2}\right) \leq C\left(\varphi^{-1}\left(\nu_{B}\right)\left(x_{1}\right), \varphi^{-1}\left(\nu_{B}\right)\left(x_{2}\right)\right) . \tag{b}
\end{equation*}
$$

Then (a) and (b) imply that $\varphi^{-1}(B)=\left(\varphi^{-1}\left(\mu_{B}\right), \varphi^{-1}\left(\nu_{B}\right)\right) \in \operatorname{IFSUN}(X)$.

Proposition 3.7. Let $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$ and $B=\left(\mu_{B}, \nu_{B}\right) \in \operatorname{IFSUN}(Y)$. Then $A \times B=\left(\mu_{A \times B}, \nu_{A \times B}\right) \in I F S U N(X \times Y)$ for every $S U$-algebra of $X$ and $S U$-algebra of $Y$.

Proof. Let $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y$. Then

$$
\begin{aligned}
\mu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) & =\mu_{A \times B}\left(x_{1} * x_{2}, y_{1} * y_{2}\right) \\
& =T\left(\mu_{A}\left(x_{1} * x_{2}\right), \mu_{B}\left(y_{1} * y_{2}\right)\right) \\
& \geq T\left(T\left(\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right)\right), T\left(\mu_{B}\left(y_{1}\right), \mu_{B}\left(y_{2}\right)\right)\right) \\
& =T\left(T\left(\mu_{A}\left(x_{1}\right), \mu_{B}\left(y_{1}\right)\right), T\left(\mu_{A}\left(x_{2}\right), \mu_{B}\left(y_{2}\right)\right)\right) \\
& =T\left(\mu_{A \times B}\left(x_{1}, y_{1}\right), \mu_{A \times B}\left(x_{2}, y_{2}\right)\right)
\end{aligned}
$$

then

$$
\begin{equation*}
\mu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \geq T\left(\mu_{A \times B}\left(x_{1}, y_{1}\right), \mu_{A \times B}\left(x_{2}, y_{2}\right)\right) \tag{a}
\end{equation*}
$$

Now

$$
\begin{aligned}
\nu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) & =\nu_{A \times B}\left(x_{1} * x_{2}, y_{1} * y_{2}\right) \\
& =C\left(\nu_{A}\left(x_{1} * x_{2}\right), \nu_{B}\left(y_{1} * y_{2}\right)\right) \\
& \leq C\left(C\left(\nu_{A}\left(x_{1}\right), \nu_{A}\left(x_{2}\right)\right), C\left(\nu_{B}\left(y_{1}\right), \nu_{B}\left(y_{2}\right)\right)\right) \\
& =C\left(C\left(\nu_{A}\left(x_{1}\right), \nu_{B}\left(y_{1}\right)\right), C\left(\nu_{A}\left(x_{2}\right), \nu_{B}\left(y_{2}\right)\right)\right) \\
& =C\left(\nu_{A \times B}\left(x_{1}, y_{1}\right), \nu_{A \times B}\left(x_{2}, y_{2}\right)\right)
\end{aligned}
$$

thus

$$
\begin{equation*}
\nu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \leq C\left(\nu_{A \times B}\left(x_{1}, y_{1}\right), \nu_{A \times B}\left(x_{2}, y_{2}\right)\right) . \tag{b}
\end{equation*}
$$

Thus from (a) and (b) we will have that $A \times B=\left(\mu_{A \times B}, \nu_{A \times B}\right) \in \operatorname{IFSUN}(X \times Y)$.
Proposition 3.8. Let $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFS}(X)$ and $B=\left(\mu_{B}, \nu_{B}\right) \in \operatorname{IFS}(Y)$. If $A \times B=\left(\mu_{A \times B}, \nu_{A \times B}\right) \in \operatorname{IFSUN}(X \times Y)$, then at least one of the following statements hold:
(1) $A(0) \supseteq B(y)$ for all $y \in Y$,
(2) $B(0) \supseteq A(x)$ for all $x \in X$.

Proof. Let none of the statements holds, then we can find $x \in X$ and $y \in Y$ such that $A(0) \subset$ $B(y)$ and $B(0) \subset A(x)$. Then $\mu_{A}(0)<\mu_{B}(y)$ and $\nu_{A}(0)>\nu_{B}(y)$ and $\mu_{A}(x)>\mu_{B}(0)$ and $\nu_{A}(x)<\nu_{B}(0)$. Now

$$
\mu_{A \times B}(x, y)=T\left(\mu_{A}(x), \mu_{B}(y)\right)>T\left(\mu_{B}(0), \mu_{A}(0)\right)=T\left(\mu_{A}(0), \mu_{B}(0)\right)=\mu_{A \times B}(0,0)
$$

and

$$
\nu_{A \times B}(x, y)=C\left(\nu_{A}(x), \nu_{B}(y)\right)<C\left(\nu_{B}(0), \nu_{A}(0)\right)=C\left(\nu_{A}(0), \nu_{B}(0)\right)=\nu_{A \times B}(0,0)
$$

thus

$$
(A \times B)(0,0)=\left(\mu_{A \times B}(0,0), \nu_{A \times B}(0,0)\right) \subset\left(\mu_{A \times B}(x, y), \nu_{A \times B}(x, y)\right)=(A \times B)(x, y)
$$

so $(A \times B)(0,0) \subset(A \times B)(x, y)$ and this is contradiction with Proposition 3.1 and then at least one of the statements hold.

Proposition 3.9. Let $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFS}(X)$ and $B=\left(\mu_{B}, \nu_{B}\right) \in \operatorname{IFS}(Y)$. If $A \times B=\left(\mu_{A \times B}, \nu_{A \times B}\right) \in \operatorname{IFSUN}(X \times Y)$ and $A(x) \subseteq B(0)$ for all $x \in X$. Then $A=$ $\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSU} N(X)$.

Proof. As $A(x) \subseteq B(0)$ so $\mu_{A}(x) \leq \mu_{B}(0)$ and $\mu_{A}(y) \leq \mu_{B}(0)$ and $\mu_{A}(x * y) \leq \mu_{B}(0)=\mu_{B}(0 * 0)$ for all $x, y \in X$. Then

$$
\begin{aligned}
\mu_{A}(x * y) & =T\left(\mu_{A}(x * y), \mu_{B}(0 * 0)\right) \\
& =\mu_{A \times B}((x, 0) *(y, 0)) \\
& \geq T\left(\mu_{A \times B}(x, 0), \mu_{A \times B}(y, 0)\right) \\
& =T\left(T\left(\mu_{A}(x), \mu_{B}(0)\right), T\left(\mu_{A}(y), \mu_{B}(0)\right)\right) \\
& =T\left(\mu_{A}(x), \mu_{A}(y)\right)
\end{aligned}
$$

and thus

$$
\begin{equation*}
\mu_{A}(x * y) \geq T\left(\mu_{A}(x), \mu_{A}(y)\right) \tag{a}
\end{equation*}
$$

Also since $A(x) \subseteq B(0)$ so $\nu_{A}(x) \geq \nu_{B}(0)$ and $\nu_{A}(y) \geq \nu_{B}(0)$ and $\nu_{A}(x * y) \geq \nu_{B}(0)=\nu_{B}(0 * 0)$ for all $x, y \in Y$. Thus

$$
\begin{aligned}
\nu_{A}(x * y) & =C\left(\nu_{A}(x * y), \nu_{B}(0 * 0)\right) \\
& =\nu_{A \times B}((x, 0) *(y, 0)) \\
& \leq C\left(\nu_{A \times B}(x, 0), \nu_{A \times B}(y, 0)\right) \\
& =C\left(C\left(\nu_{A}(x), \nu_{B}(0)\right), C\left(\nu_{A}(y), \nu_{B}(0)\right)\right) \\
& =C\left(\nu_{A}(x), \nu_{A}(y)\right)
\end{aligned}
$$

therefore

$$
\begin{equation*}
\nu_{A}(x * y) \leq C\left(\nu_{A}(x), \nu_{A}(y)\right) \tag{b}
\end{equation*}
$$

Now (a) and (b) give us that $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$.
Proposition 3.10. Let $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFS}(X)$ and $B=\left(\mu_{B}, \nu_{B}\right) \in \operatorname{IFS}(Y)$. If $A \times B=\left(\mu_{A \times B}, \nu_{A \times B}\right) \in \operatorname{IFSUN}(X \times Y)$ and $B(x) \subseteq A(0)$ for all $x \in Y$. Then $B=$ $\left(\mu_{B}, \nu_{B}\right) \in \operatorname{IFSUN}(Y)$.

Proof. The proof is similar to Proposition 3.9.
Proposition 3.11. Let $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFS}(X)$ and $B=\left(\mu_{B}, \nu_{B}\right) \in \operatorname{IFS}(Y)$. If $A \times B=\left(\mu_{A \times B}, \nu_{A \times B}\right) \in \operatorname{IFSUN}(X \times Y)$, then either $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$ or $B=\left(\mu_{B}, \nu_{B}\right) \in \operatorname{IFSUN}(Y)$.

Proof. From Proposition 3.8 we have $A(0) \supseteq B(y)$ for all $y \in Y$ or $B(0) \supseteq A(x)$ for all $x \in X$. Now using Propositions 3.9 and 3.10 we get that either $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$ or $B=\left(\mu_{B}, \nu_{B}\right) \in I F S U N(Y)$.

Proposition 3.12. Let $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$ and $B=\left(\mu_{B}, \nu_{B}\right) \in \operatorname{IFSUN}(Y)$. Then $A \times B=\left(\mu_{A \times B}, \nu_{A \times B}\right) \in \operatorname{IFSUN}(X \times Y)$ if and only if $\mu_{A \times B} \in \operatorname{FSUT}(X \times Y)$ and $\nu_{A \overline{\times} B} \in \operatorname{FSUT}(X \times Y)$.

Proof. The proof is similar to Proposition 3.3.
Proposition 3.13. Let $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFS}(X)$ and $B=\left(\mu_{B}, \nu_{B}\right) \in \operatorname{IFS}(Y)$. Then $A=\left(\mu_{A}, \nu_{A}\right) \in \operatorname{IFSUN}(X)$ and $B=\left(\mu_{B}, \nu_{B}\right) \in \operatorname{IFSUN}(Y)$ if and only if $\sqcup(A \times B)=$ $\left(\mu_{A \times B}, \mu_{A \overline{\times} B}\right) \in \operatorname{IFSUN}(X \times Y)$ and $\sqcap(A \times B)=\left(\nu_{A \overline{\times} B}, \nu_{A \times B}\right) \in \operatorname{IFSUN}(X \times Y)$.

Proof. The proof is similar to Proposition 3.4.
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Abstract Let $n>1$ be an integer, $\left(q_{k}^{(e)}(n)\right)^{r}$ is a multiplicative function. In this paper, we shall study the mean value of exponential divisor function $\left(q_{k}^{(e)}(n)\right)^{r}$ over cube-full number, that is

$$
\sum_{\substack{n \leq x \\ n \text { is cube-full }}}\left(q_{k}^{(\mathrm{e})}(n)\right)^{r}=\sum_{n \leq x}\left(q_{k}^{(\mathrm{e})}(n) f_{3}(\mathrm{n})\right)^{r},
$$

where $f_{3}(n)$ is the characteristic function of cube-full integers, i.e.

$$
f_{3}(n)= \begin{cases}1, & n \text { is cube-full; } \\ 0, & \text { otherwise }\end{cases}
$$

Keywords Dirichlet convolution, mean value, cube-full number, divisor function, residue theorem. 2010 Mathematics Subject Classification 44A35, 11H60, 11N37.

## §1. Introduction

Let $n>1$ be an integer of canonical form $n=p_{1}^{a_{1}} p_{2}^{a_{2}} \cdots p_{r}^{a_{r}}$. The integer n is called a k-full number if $n=p_{1}^{a_{1}} p_{2}^{a_{2}} \cdots p_{r}^{a_{r}}$, where $a_{1} \geq k, a_{2} \geq k, \cdots, a_{r} \geq k$. Let $f_{k}(n)$ be the characteristic function of k -full integers, i.e.

$$
f_{k}(n)=\left\{\begin{array}{rc}
1, & n \text { is } k \text {-full } \\
0, & \text { otherwise }
\end{array}\right.
$$

An integer $n=\prod_{i=1}^{r} p_{i}^{a_{i}}$ is called exponentially $k$-free if all the exponents $a_{i}(1 \leq i \leq r)$ are $k$-free, i.e. n is not divisible by the $k$-th power of any prime $(k \geq 2)$. So let $q_{k}^{(e)}(n)$ denote the characteristic function of exponentially $k$-free integers.

Obviously the function $q_{k}^{(e)}(n)$ is multiplicative, and for every prime power $p^{a}$ there are $q_{k}^{(e)}(p)=q_{k}^{(e)}\left(p^{2}\right)=q_{k}^{(e)}\left(p^{3}\right)=\ldots=q_{k}^{(e)}\left(p^{2^{k}-1}\right)=1, q_{k}^{(e)}\left(p^{2^{k}}\right)=0$.

The properties of the exponential divisor function $q_{k}^{(e)}(n)$ have been studied by many
authors. L. Tóth [5] proved the following result:

$$
\sum_{n \leq x} q_{k}^{(e)}(n)=D_{k} x+O\left(x^{1 / 2^{k}} \delta(x)\right)
$$

where

$$
D_{k}=\prod_{p}\left(1+\sum_{a=2^{k}}^{\infty} \frac{q_{k}(a)-q_{k}(a-1)}{p^{a}}\right)
$$

$q_{k}(n)$ denoting the characteristic function of $k$-free integers.
In this paper, we will study the mean value of function $\left(q_{k}^{(e)}(n)\right)^{r}$ over cube-full number.
Theorem 1.1. For some $D>0$,

$$
\begin{aligned}
& \sum_{\substack{n \leq x \\
n \text { is cute-full }}}\left(q_{k}^{(e)}(n)\right)^{r}=\frac{\zeta\left(\frac{4}{3}\right) \zeta\left(\frac{5}{3}\right) G\left(\frac{1}{3}\right)}{\zeta\left(\frac{8}{3}\right)} x^{\frac{1}{3}}+\frac{\zeta\left(\frac{3}{4}\right) \zeta\left(\frac{5}{4}\right) G\left(\frac{1}{4}\right)}{\zeta(2)} x^{\frac{1}{4}}+\frac{\zeta\left(\frac{3}{5}\right) \zeta\left(\frac{4}{5}\right) G\left(\frac{1}{5}\right)}{\zeta\left(\frac{8}{5}\right)} x^{\frac{1}{5}} \\
& +O\left(x^{\frac{1}{8}} \exp \left(-D(\log x)^{\frac{3}{5}}(\log \log x)^{-\frac{1}{5}}\right)\right),
\end{aligned}
$$

where

$$
G(s)=\prod_{p}\left(1-\frac{1}{p^{9 s}}+\cdots\right)
$$

which is absolutely convergent for $\Re \mathrm{s}>\frac{1}{9}$.
Notation Throughout this paper, $\epsilon$ always denotes a fixed but sufficiently small positive constant.

## §2. Some lemmas

In order to prove our theorem, we need the following lemmas.

## Lemma 2.1.

$$
\Delta(3,4,5 ; x) \ll x^{\frac{22}{177}} \log ^{3} x
$$

Proof. The proof of this bound depends on the theory of two-dimensional exponent pairs.
Lemma 2.2. Suppose $f(n)$ is arithmetical function, and satisfy

$$
\begin{gather*}
\sum_{n \leq x} f(n)=\sum_{j=1}^{l} x^{a_{j}} P_{j}(\log x)+O\left(x^{a}\right) \\
\sum_{n \leq x}|f(n)|=O\left(x^{a_{1}} \log ^{r} x\right) \tag{1}
\end{gather*}
$$

here $a_{1} \geq a_{2} \geq \cdots \geq a_{l}>1 / c>a \geq 0, r \geq 0, P_{1}(t), \cdots, P_{l}(t)$ are polynomials on t whose degree are not exceed r , and $c \geq 1, b \geq 1$ are fixed integers.

Suppose for $\Re s>1$, we have

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\mu_{b}(n)}{n^{s}}=\frac{1}{\zeta^{b}(s)} \tag{2}
\end{equation*}
$$

if

$$
\begin{equation*}
h(n)=\sum_{d^{c} \mid n} \mu_{b}(d) f\left(n / d^{c}\right) \tag{3}
\end{equation*}
$$

then

$$
\begin{equation*}
\sum_{n \leq x} h(n)=\sum_{j=1}^{l} x^{a_{j}} R_{j}(\log x)+E_{c}(x) \tag{4}
\end{equation*}
$$

here $R_{1}(t), \cdots, R_{l}(t)$ are polynomials on t whose degree are not exceed r , and for some $D>0$,

$$
\begin{equation*}
E_{c}(x) \ll x^{1 / c} \exp \left(\left(-D(\log x)^{3 / 5}(\log \log x)^{-1 / 5}\right)\right) . \tag{5}
\end{equation*}
$$

Proof. If $b=1$, see theorem 14.2 in A. Ivić [1]. If $b \geq 2$, it can be proved in the same method.

Lemma 2.3. Let $s=\sigma+i t$ is a complex number, then we have

$$
\begin{equation*}
\sum_{\substack{n=1 \\ n \text { is cube-full }}} \frac{\left(q_{k}^{(e)}(n)\right)^{r}}{n^{s}}=\frac{\zeta(3 s) \zeta(4 s) \zeta(5 s)}{\zeta(8 s)} G(s), \tag{6}
\end{equation*}
$$

where the Dirichlet series $G(s)=\prod_{p}\left(1-\frac{1}{p^{9 s}}+\cdots\right)$ is absolutely convergent for $\Re \mathrm{s}>\frac{1}{9}$.

Proof. Let

$$
F(s):=\sum_{\substack{n=1 \\ n \text { is cube- full }}} \frac{\left(q_{k}^{(e)}(n)\right)^{r}}{n^{s}}=\sum_{n=1}^{\infty} \frac{\left(q_{k}^{(e)}(n) f_{3}(n)\right)^{r}}{n^{s}},(\Re \mathrm{~s}>1)
$$

here

$$
f_{3}(n)=\left\{\begin{array}{cc}
1, & n \text { is cube-full } \\
0, & \text { otherwise }
\end{array}\right.
$$

From $\left(q_{k}^{(e)}(n)\right)^{r}$ is multiplicative we have for $\Re s>1$, we have

$$
\begin{aligned}
F(s)= & \sum_{\substack{n=1 \\
n \text { is cube- full }}}^{\infty} \frac{\left(q_{k}^{(e)}(n)\right)^{r}}{n^{s}}=\sum_{n=1}^{\infty} \frac{\left(q_{k}^{(e)}(n) f_{3}(n)\right)^{r}}{n^{s}} \\
= & \prod_{p}\left(1+\frac{\left(q_{k}^{(e)}(p) f_{3}(p)\right)^{r}}{p^{s}}+\frac{\left(q_{k}^{(e)}\left(p^{2}\right) f_{3}\left(p^{2}\right)\right)^{r}}{p^{2 s}}\right. \\
& \left.+\frac{\left(q_{k}^{(e)}\left(p^{3}\right) f_{3}\left(p^{3}\right)\right)^{r}}{p^{3 s}}+\cdots+\frac{\left(q_{k}^{(e)}\left(p^{2^{k}-1}\right) f_{3}\left(p^{2^{k}-1}\right)\right)^{r}}{p^{\left(2^{k}-1\right) s}}\right) \\
= & \prod_{p}\left(1+\frac{1}{p^{3 s}}+\frac{1}{p^{4 s}}+\frac{1}{p^{5 s}}+\cdots+\frac{1}{p^{\left(2^{k}-1\right) s}}\right) \\
= & \zeta(3 s) \prod_{p}\left(1+\frac{1}{p^{4 s}}+\frac{1}{p^{5 s}}-\frac{1}{p^{2^{k} s}}-\frac{1}{p^{\left(2^{k}+1\right) s}}-\frac{1}{p^{\left(2^{k}+2\right) s}}\right) \\
= & \zeta(3 s) \zeta(4 s) \prod_{p}\left(1+\frac{1}{p^{5 s}}-\frac{1}{p^{8 s}}-\frac{1}{p^{9 s}}-\frac{1}{p^{k^{k}}}-\frac{1}{p^{\left(2^{k}+1\right) s}}+\cdots\right) \\
= & \zeta(3 s) \zeta(4 s) \zeta(5 s) \prod_{p}\left(1-\frac{1}{p^{8 s}}-\frac{1}{p^{9 s}}+\cdots\right) \\
= & \frac{\zeta(3 s) \zeta(4 s) \zeta(5 s)}{\zeta(8 s)} \prod_{p}\left(1-\frac{1}{p^{9 s}}+\cdots\right) \\
= & \frac{\zeta(3 s) \zeta(4 s) \zeta(5 s)}{\zeta(8 s)} G(s),
\end{aligned}
$$

where $G(s)=\prod_{p}\left(1-\frac{1}{p^{9 s}}+\cdots\right)$, and it is absolutely convergent for $\sigma>\frac{1}{9}+\epsilon$.

## §3. Proof of Theorem 1.1

Now we prove Theorem 1.1.
Proof. From Lemma 2.3, we have known that

$$
F(s):=\sum_{\substack{n=1 \\ n \text { is cube- full }}}^{\infty} \frac{\left(q_{k}^{(e)}(n)\right)^{r}}{n^{s}}=\frac{\zeta(3 s) \zeta(4 s) \zeta(5 s)}{\zeta(8 s)} G(s),
$$

where $G(s)$ is absolutely convergent for $\sigma>\frac{1}{9}+\epsilon$.
Define

$$
G(s):=\sum_{n=1}^{\infty} \frac{g(n)}{n^{s}}
$$

and

$$
H(s):=\zeta(3 s) \zeta(4 s) \zeta(5 s) G(s):=\sum_{n=1}^{\infty} \frac{h(n)}{n^{s}}=\sum_{n=1}^{\infty} \frac{\sum_{n=m l} d(3,4,5 ; m) g(l)}{n^{s}},(\Re s>1)
$$

where

$$
h(n)=\sum_{n=m l} d(3,4,5 ; m) g(l)
$$

Then we can get

$$
\sum_{n \leq x} h(n)=\sum_{m l \leq x} d(3,4,5 ; m) g(l)=\sum_{l \leq x} g(l) \sum_{m \leq \frac{x}{l}} d(3,4,5 ; m) .
$$

From Perron's formula, Residue theorem and Lemma 2.1, we can get

$$
\begin{align*}
\sum_{n \leq x} d(3,4,5 ; n) & =\zeta\left(\frac{4}{3}\right) \zeta\left(\frac{5}{3}\right) x^{\frac{1}{3}}+\zeta\left(\frac{3}{4}\right) \zeta\left(\frac{5}{4}\right) x^{\frac{1}{4}}+\zeta\left(\frac{3}{5}\right) \zeta\left(\frac{4}{5}\right) x^{\frac{1}{5}}+\Delta(3,4,5 ; x) \\
& =\zeta\left(\frac{4}{3}\right) \zeta\left(\frac{5}{3}\right) x^{\frac{1}{3}}+\zeta\left(\frac{3}{4}\right) \zeta\left(\frac{5}{4}\right) x^{\frac{1}{4}}+\zeta\left(\frac{3}{5}\right) \zeta\left(\frac{4}{5}\right) x^{\frac{1}{5}}+O\left(x^{\frac{22}{177}}\right) \tag{7}
\end{align*}
$$

Then from (7) and Abel integral formula, we have the relation:

$$
\begin{aligned}
\sum_{n \leq x} h(n)= & \sum_{l \leq x} g(l)\left[\zeta\left(\frac{4}{3}\right) \zeta\left(\frac{5}{3}\right)\left(\frac{x}{l}\right)^{\frac{1}{3}}+\zeta\left(\frac{3}{4}\right) \zeta\left(\frac{5}{4}\right)\left(\frac{x}{l}\right)^{\frac{1}{4}}\right. \\
& \left.+\zeta\left(\frac{3}{5}\right) \zeta\left(\frac{4}{5}\right)\left(\frac{x}{l}\right)^{\frac{1}{5}}+O\left(\left(\frac{x}{l}\right)^{\frac{22}{17}}\right)\right] \\
= & \zeta\left(\frac{4}{3}\right) \zeta\left(\frac{5}{3}\right) x^{\frac{1}{3}} \sum_{l \leq x} \frac{g(l)}{l^{1 / 3}}+\zeta\left(\frac{3}{4}\right) \zeta\left(\frac{5}{4}\right) x^{\frac{1}{4}} \sum_{l \leq x} \frac{g(l)}{l^{1 / 4}} \\
& +\zeta\left(\frac{3}{5}\right) \zeta\left(\frac{4}{5}\right) x^{\frac{1}{5}} \sum_{l \leq x} \frac{g(l)}{l^{1 / 5}}+O\left(x^{\frac{22}{17}} \sum_{l \leq x} \frac{|g(l)|}{l^{2 / 177}}\right) \\
= & \zeta\left(\frac{4}{3}\right) \zeta\left(\frac{5}{3}\right) x^{\frac{1}{3}} \sum_{l=1}^{\infty} \frac{g(l)}{l^{1 / 3}}+\zeta\left(\frac{3}{4}\right) \zeta\left(\frac{5}{4}\right) x^{\frac{1}{4}} \sum_{l=1}^{\infty} \frac{g(l)}{l^{1 / 4}}+\zeta\left(\frac{3}{5}\right) \zeta\left(\frac{4}{5}\right) x^{\frac{1}{5}} \sum_{l=1}^{\infty} \frac{g(l)}{l^{1 / 5}} \\
& +O\left(x^{\frac{1}{3}} \sum_{l>x} \frac{|g(l)|}{l^{1 / 3}}\right)+O\left(x^{\frac{1}{4}} \sum_{l>x} \frac{|g(l)|}{l^{1 / 4}}\right) \\
& +O\left(x^{\frac{1}{5}} \sum_{l>x} \frac{|g(l)|}{l^{1 / 5}}\right)+O\left(x^{\frac{22}{177}} \sum_{k<x} \frac{|g(l)|}{l^{22 / 177}}\right) \\
= & \zeta\left(\frac{4}{3}\right) \zeta\left(\frac{5}{3}\right) G\left(\frac{1}{3}\right) x^{\frac{1}{3}}+\zeta\left(\frac{3}{4}\right) \zeta\left(\frac{5}{4}\right) G\left(\frac{1}{4}\right) x^{\frac{1}{4}} \\
& +\zeta\left(\frac{3}{5}\right) \zeta\left(\frac{4}{5}\right) G\left(\frac{1}{5}\right) x^{\frac{1}{5}}+O\left(x^{\frac{1}{9}}\right) .
\end{aligned}
$$

From Perron's formula and Lemma 2.1, we can get:

$$
\begin{aligned}
\sum_{\substack{n \leq x \\
n \text { is cube full }}}\left(q_{k}^{(e)}\right)^{r}(n)= & \frac{\zeta\left(\frac{4}{3}\right) \zeta\left(\frac{5}{3}\right) G\left(\frac{1}{3}\right)}{\zeta\left(\frac{8}{3}\right)} x^{\frac{1}{3}}+\frac{\zeta\left(\frac{3}{4}\right) \zeta\left(\frac{5}{4}\right) G\left(\frac{1}{4}\right)}{\zeta(2)} x^{\frac{1}{4}}+\frac{\zeta\left(\frac{3}{5}\right) \zeta\left(\frac{4}{5}\right) G\left(\frac{1}{5}\right)}{\zeta\left(\frac{8}{5}\right)} x^{\frac{1}{5}} \\
& +O\left(x^{\frac{1}{8}} \exp \left(-D(\log x)^{\frac{3}{5}}(\log \log x)^{-\frac{1}{5}}\right)\right),
\end{aligned}
$$

where $D>0$ and $G(s)=\prod_{p}\left(1-\frac{1}{p^{9 s}}+\cdots\right)$ is absolutely convergent for $\Re s>\frac{1}{9}$.
Now we have completed the proof of Theorem 1.1.
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Micheal Somos in his recordings has discovered round $6200+\eta$-function identities of different levels using computer and has offered no proofs for them. These identities are akin to the ones established by Srinivasa Ramanujan. Motivated by these, in this paper, we give proofs of nine Somos's $\eta$-function identities of level 27 and establish certain partition theoretic interpretations of these.
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## §1. Introduction and preliminaries

Let $\tau$ be a complex number satisfying $\operatorname{Im}(\tau)>0$ and let $q=e^{2 \pi i \tau}$. The Dedekind $\eta$ function is defined by

$$
\eta(\tau):=q^{\frac{1}{24}} \prod_{n=0}^{\infty}\left(1-q^{n}\right), \quad q \in \mathbb{C}, \quad|q|<1
$$

We denote

$$
f(-q):=q^{\frac{-1}{24}} \eta(\tau) \quad \text { and } \quad f_{n}:=f\left(-q^{n}\right)
$$

In his Notebooks [12], Ramanujan recorded without proofs 25 beautiful $\eta$-function identities, proofs of all these identities can be seen in [4]. These $\eta$-function identities play a very important role in evaluations of class invariants, continued fractions and ratios of theta functions. See for example $[1,5,6,10,11,13,20-22,24]$.

A $\eta$-function identity which relates $f_{1}, f_{n_{1}}, f_{n_{2}}$ and $f_{n}$ (where $n=n_{1} n_{2}$ ) is called a $\eta$ function identity of level $n$. M. Somos [14] in his recordings has obtained around $6200+\eta$ function identities of different levels using computer and has offered no proofs for them. Recently many mathematicians, for example B. Yuttanam [25], K. R. Vasuki and R. G. Veeresha [23], B. R. Srivatsa Kumar et. al. [15-19], E. N. Bhuvan [7] have obtained proofs for levels 6, 8, $10,12,14,16$ and 21 . Motivated by these, in Section 2 of this paper, we derive proofs of nine $\eta$-function identities of level 27 recorded by Somos. Further in Section 3 of this paper, we establish combinatorial interpretations for these results.

## §2. Somos's identities of Level 27

In this Section, we prove nine $\eta$-function identities of Somos's of level 27. First, we state a Lemma employing which proof of the said identities shall be established.

Lemma 2.1. [2] If $x$ and $y$ are defined by

$$
x:=\frac{f_{1}}{q^{\frac{1}{3}} f_{9}} \quad \text { and } \quad y:=\frac{f_{3}}{q f_{27}}
$$

then

$$
\begin{equation*}
(x y)^{3}+\frac{9^{3}}{(x y)^{3}}+27\left[\left(\frac{x}{y}\right)^{3}+\left(\frac{y}{x}\right)^{3}\right]+9\left(x^{3}+y^{3}\right)+243\left(\frac{1}{x^{3}}+\frac{1}{y^{3}}\right)+81=\left(\frac{x}{y}\right)^{6} . \tag{1}
\end{equation*}
$$

Theorem 2.1. [14] If $x$ and $y$ are as defined in Lemma 2.1, then we have

$$
\begin{equation*}
\frac{1}{q}\left(\frac{f_{3}}{f_{9}}\right)^{4}=\frac{y^{3}\left(3+x^{3}\right)}{y^{3}+9} \tag{2}
\end{equation*}
$$

Proof. From [12, p. 366] [3, Entry 1(iv), p. 345] we have

$$
3+\frac{f_{1}^{3}}{q f_{9}^{3}}=\left(27+\frac{f_{3}^{12}}{q^{3} f_{9}^{12}}\right)^{\frac{1}{3}}
$$

Multiplying the above identity throughout by $\frac{f_{9}}{f_{3}}$, we obtain

$$
\begin{align*}
\frac{f_{9}}{f_{3}}\left(3+\frac{f_{1}^{3}}{q f_{9}^{3}}\right) & =\left(27 \frac{f_{9}^{3}}{f_{3}^{3}}+\frac{f_{3}^{9}}{q^{3} f_{9}^{9}}\right)^{\frac{1}{3}} \\
& =\frac{f_{3}^{3}}{q f_{9}^{3}}\left(27 q^{3} \frac{f_{9}^{12}}{f_{3}^{12}}+1\right)^{\frac{1}{3}} \\
& =\frac{f_{3}^{3}}{q f_{9}^{3}}\left(1+9 q^{3} \frac{f_{27}^{3}}{f_{3}^{3}}\right), \tag{3}
\end{align*}
$$

where in the righthand side we have employed the identity [3, Entry 1(iv), p. 346]

$$
1+9 q \frac{f_{9}^{3}}{f_{1}^{3}}=\left(1+27 q \frac{f_{3}^{12}}{f_{1}^{12}}\right)^{\frac{1}{3}}
$$

after changing $q$ to $q^{3}$. Now, employing the definition of $x$ and $y$ as in Lemma 2.1 in (3), we immediately deduce the required result.

Remark. We note that Theorem 2.1 is equivalent to :

$$
f_{1}^{3} f_{9}+3 q f_{9}^{4}-f_{3}^{4}-9 q^{3} f_{3} f_{27}^{3}=0
$$

Theorem 2.2. [14] We have

$$
f_{1}^{9} f_{9}^{3}+81 q^{4} f_{1}^{3} f_{3} f_{9}^{5} f_{27}^{3}+9 q f_{1}^{3} f_{3}^{4} f_{9}^{5}-f_{3}^{12}=0
$$

Proof. Dividing (1) throughout by $y^{9}\left(3+x^{3}\right)^{3}$ and after rearranging the terms, we obtain

$$
x^{9}\left(\frac{y^{3}+9}{y^{3}\left(3+x^{3}\right)}\right)^{3}+81 \frac{x^{3}}{y^{3}}\left(\frac{y^{3}+9}{y^{3}\left(3+x^{3}\right)}\right)^{2}+9 x^{3}\left(\frac{y^{3}+9}{y^{3}\left(3+x^{3}\right)}\right)^{2}-1=0
$$

where $x$ and $y$ are as defined in Lemma 2.1. Now using (2) in the above identity, we arrive at

$$
x^{9} q^{3}\left(\frac{f_{9}}{f_{3}}\right)^{12}+81 q^{2} \frac{x^{3}}{y^{3}}\left(\frac{f_{9}}{f_{3}}\right)^{8}+9 q^{2} x^{3}\left(\frac{f_{9}}{f_{3}}\right)^{8}-1=0
$$

Next, employing the definitions of $x$ and $y$ in the above and then simplifying we find that

$$
\frac{f_{1}^{9} f_{9}^{3}}{f_{3}^{12}}+81 q^{4} \frac{f_{1}^{3} f_{3} f_{9}^{5} f_{27}^{3}}{f_{3}^{12}}+9 q \frac{f_{1}^{3} f_{3}^{4} f_{9}^{5}}{f_{3}^{12}}-1=0
$$

Multiplying the above identity throughout by $f_{3}^{12}$, we arrive at the required result.

Theorem 2.3. [14] We have

$$
f_{1}^{3} f_{3}^{5} f_{9} f_{27}^{3}+27 q^{6} f_{3}^{3} f_{27}^{9}+3 q f_{3}^{5} f_{9}^{4} f_{27}^{3}-f_{9}^{12}=0
$$

Proof. Dividing (1) throughout by $\left(y^{3}+9\right)^{3}$ and after rearranging the terms, we deduce that

$$
\frac{x^{3}}{y^{3}}\left(\frac{y^{3}\left(3+x^{3}\right)}{y^{3}+9}\right)^{2}+\frac{27}{y^{9}}\left(\frac{y^{3}\left(3+x^{3}\right)}{y^{3}+9}\right)^{3}+\frac{3}{y^{3}}\left(\frac{y^{3}\left(3+x^{3}\right)}{y^{3}+9}\right)^{2}-1=0 .
$$

Using (2) in the above identity, we obtain

$$
\frac{x^{3}}{y^{3} q^{2}}\left(\frac{f_{3}}{f_{9}}\right)^{8}+\frac{27}{y^{9} q^{3}}\left(\frac{f_{3}}{f_{9}}\right)^{12}+\frac{3}{y^{3} q^{2}}\left(\frac{f_{3}}{f_{9}}\right)^{8}-1=0
$$

Next, employing the definitions of $x$ and $y$ in the above and then simplifying we see that

$$
\frac{f_{1}^{3} f_{3}^{5} f_{9} f_{27}^{3}}{f_{9}^{12}}+27 q^{6} \frac{f_{3}^{3} f_{27}^{9}}{f_{9}^{12}}+3 q \frac{f_{3}^{5} f_{9}^{4} f_{27}^{3}}{f_{9}^{12}}-1=0
$$

Multiplying the above identity throughout by $f_{9}^{12}$, we deduce the required result.

Theorem 2.4. [14] We have

$$
f_{1}^{3} f_{3}^{8} f_{9}+243 q^{9} f_{3}^{3} f_{27}^{9}+3 q f_{3}^{8} f_{9}^{4}+81 q^{6} f_{3}^{6} f_{27}^{6}-f_{3}^{12}-9 q^{3} f_{9}^{12}=0
$$

Proof. Dividing (1) throughout by $\left(y^{3}+9\right)^{3}$, sorting and clubbing the terms, we obtain

$$
\begin{aligned}
& x^{3}\left(\frac{y^{3}\left(3+x^{3}\right)}{y^{3}+9}\right)^{2}+\frac{243}{y^{9}}\left(\frac{y^{3}\left(3+x^{3}\right)}{y^{3}+9}\right)^{3}+3\left(\frac{y^{3}\left(3+x^{3}\right)}{y^{3}+9}\right)^{2}+\frac{81}{y^{6}}\left(\frac{y^{3}\left(3+x^{3}\right)}{y^{3}+9}\right)^{3} \\
& -\left(\frac{y^{3}\left(3+x^{3}\right)}{y^{3}+9}\right)^{3}-9=0
\end{aligned}
$$

Next, employing (2) in the above and using the definitions of $x$ and $y$, we arrive at

$$
\frac{f_{1}^{3} f_{3}^{8}}{f_{9}^{11}}+243 q^{9} \frac{f_{3}^{3} f_{27}^{9}}{f_{9}^{12}}+3 q \frac{f_{3}^{8}}{f_{9}^{8}}+81 q^{6} \frac{f_{3}^{6} f_{27}^{6}}{f_{9}^{12}}-\frac{f_{3}^{12}}{f_{9}^{12}}-9=0
$$

Now, multiplying throughout by $q^{3} f_{9}^{12}$ in the above identity, we obtain the required result.

Theorem 2.4. [14] We have

$$
f_{1}^{9} f_{9}^{3}+243 q^{5} f_{3} f_{9}^{8} f_{27}^{3}+27 q^{2} f_{3}^{4} f_{9}^{8}+9 q f_{1}^{6} f_{9}^{6}-f_{3}^{12}-81 q^{3} f_{9}^{12}=0
$$

Proof. Dividing (1) throughout by $\left(y^{3}+9\right)^{3}$ and then by proper rearranging of terms, we deduce that

$$
x^{9}+\frac{243}{y^{3}} \frac{y^{3}\left(3+x^{3}\right)}{y^{3}+9}+27 \frac{y^{3}\left(3+x^{3}\right)}{y^{3}+9}+9 x^{6}-\left(\frac{y^{3}\left(3+x^{3}\right)}{y^{3}+9}\right)^{3}-81=0 .
$$

Now employing (2) and the definitions of $x$ and $y$ in the above, after some simplification we see that

$$
\frac{f_{1}^{9}}{f_{9}^{9}}+243 q^{5} \frac{f_{3} f_{27}^{3}}{f_{9}^{4}}+27 q^{2} \frac{f_{3}^{4}}{f_{9}^{4}}+9 q \frac{f_{1}^{6}}{f_{9}^{6}}-\frac{f_{3}^{12}}{f_{9}^{12}}-81=0
$$

Next, multiplying the above identity throughout by $q^{3} f_{9}^{12}$, we obtain the required result.

Remark. We omit the proof of the following four identities as the proofs are similar to the previously established results

$$
\begin{aligned}
& f_{3}^{12}+2 f_{1}^{9} f_{9}^{3}+3 f_{1}^{3} f_{3}^{8} f_{9}+9 q f_{1}^{6} f_{9}^{6}-18 q f_{1}^{3} f_{3}^{4} f_{9}^{5}-243 q^{6} f_{1}^{3} f_{3}^{2} f_{9} f_{27}^{6}-6 f_{1}^{6} f_{3}^{4} f_{9}^{2}=0, \\
& f_{1}^{6} f_{3} f_{9}^{2} f_{27}^{3}+54 q^{4} f_{3}^{2} f_{9}^{4} f_{27}^{6}+6 q f_{3}^{5} f_{9}^{4} f_{27}^{3}-f_{9}^{12}-54 q^{6} f_{3}^{3} f_{27}^{9}-9 q^{2} f_{3} f_{9}^{8} f_{27}^{3}-9 q^{3} f_{3}^{6} f_{27}^{6}=0, \\
& f_{1}^{9} f_{3}^{4} f_{9}^{3}+3 q f_{3}^{12} f_{9}^{4}+9 q f_{1}^{6} f_{3}^{4} f_{9}^{6}-f_{3}^{16}-243 q^{5} f_{1}^{3} f_{3} f_{9}^{9} f_{27}^{3}-3 q f_{1}^{9} f_{9}^{7}=0
\end{aligned}
$$

and

$$
f_{1}^{3} f_{3}^{9} f_{9} f_{27}^{3}+27 q^{6} f_{3}^{7} f_{27}^{9}+3 q f_{9}^{16}-f_{3}^{4} f_{9}^{12}-27 q^{4} f_{3}^{6} f_{9}^{4} f_{27}^{6}-81 q^{7} f_{3}^{3} f_{9}^{4} f_{27}^{9}=0
$$

## §3. Application to Colored Partitions

In this Section, we extract partition theoretic interpretation of Theorem 2.1 proved in Section 2. Partition interpretation of other identities follow in the same way.

Following $[8,9]$, we define the concept of colored partitions by : 'A positive integer $n$ has $k$ colors if there are $k$ copies of $n$ available colors and all of them are viewed as distinct objects'. Partitions of positive integer into parts with colors are called colored partitions.

Further, we adopt the standard notation

$$
\left(a_{1}, a_{2}, \cdots, a_{n} ; q\right)_{\infty}:=\prod_{k=1}^{n}\left(a_{k} ; q\right)_{\infty}
$$

and define

$$
\begin{equation*}
\left(q^{r \pm} ; q^{s}\right)_{\infty}:=\left(q^{r}, q^{s-r} ; q^{s}\right)_{\infty} \tag{4}
\end{equation*}
$$

where $r$ and $s$ are positive integers and $r<s$.
Theorem 3.1.. Let $A(n)$ be the number of partitions of $n$ being divided into parts congruent to $\pm 3, \pm 6, \pm 12$ modulo 27 with 1 color each. Let $B(n)$ indicate the number of partitions of $n$ being split into parts congruent to $\pm 1, \pm 2, \pm 3, \pm 4, \pm 5, \pm 6, \pm 7, \pm 8, \pm 10, \pm 11, \pm 12, \pm 13$ modulo 27 with 3, 3, 4, 3, 3, 4, 3, 3, 3, 3, 4 and 3 colors respectively. Let $C(n)$ be taken to represent the number of partitions of $n$ into several parts congruent to $\pm 1, \pm 2, \pm 4, \pm 5, \pm 7, \pm 8, \pm 10, \pm 11, \pm 13$ modulo 27 with 3 colors each. If $D(n)$ stands for the number of partitions of $n$ into many parts that are congruent to $\pm 1, \pm 2, \pm 3, \pm 4, \pm 5, \pm 6, \pm 7, \pm 8, \pm 9, \pm 10, \pm 11, \pm 12, \pm 13$ modulo 27 with 3 colors each. Then the following relation holds true:

$$
A(n)+3 B(n-1)-C(n)-9 D(n-3)=0, \quad n \geq 3
$$

Proof. On dividing the identity in Theorem 2.1 by $f_{1}^{3} f_{3}^{4} f_{9}^{4} f_{27}^{3}$, simplifying and then employing (4), we obtain

$$
\begin{aligned}
& \frac{1}{\left(q_{1}^{3 \pm}, q_{1}^{6 \pm}, q_{1}^{12 \pm} ; q^{27}\right)_{\infty}}+\frac{3 q}{\left(q_{3}^{1 \pm}, q_{3}^{2 \pm}, q_{4}^{3 \pm}, q_{3}^{4 \pm}, q_{3}^{5 \pm}, q_{4}^{6 \pm}, q_{3}^{7 \pm}, q_{3}^{8 \pm}, q_{3}^{10 \pm}, q_{3}^{11 \pm}, q_{4}^{12 \pm}, q_{3}^{13 \pm} ; q^{27}\right)_{\infty}} \\
& -\frac{1}{\left(q_{3}^{1 \pm}, q_{3}^{2 \pm}, q_{3}^{4 \pm}, q_{3}^{5 \pm}, q_{3}^{7 \pm}, q_{3}^{8 \pm}, q_{3}^{10 \pm}, q_{3}^{11 \pm}, q_{3}^{13 \pm} ; q^{27}\right)_{\infty}} \\
& -\frac{9 q^{3}}{\left(q_{3}^{1 \pm}, q_{3}^{2 \pm}, q_{3}^{3 \pm}, q_{3}^{4 \pm}, q_{3}^{5 \pm}, q_{3}^{6 \pm}, q_{3}^{7 \pm}, q_{3}^{8 \pm}, q_{3}^{9 \pm} q_{3}^{10 \pm}, q_{3}^{11 \pm}, q_{3}^{12 \pm}, q_{3}^{13 \pm} ; q^{27}\right)_{\infty}}=0 .
\end{aligned}
$$

We see that the above identity generates $A(n), B(n), C(n)$ and $D(n)$ as generating functions and hence we have

$$
\sum_{n=0}^{\infty} A(n) q^{n}+3 q \sum_{n=0}^{\infty} B(n) q^{n}-\sum_{n=0}^{\infty} C(n) q^{n}-9 q^{3} \sum_{n=0}^{\infty} D(n) q^{n}=0
$$

where we set the values $A(0)=B(0)=C(0)=D(0)=1$. Now on equating the coefficients of $q^{n}$ in the above, we obtain the required result.

We verify the case for $n=3$ for Theorem 3.1 by the following table:

## Table

| $A(3)=1$ |  |
| :--- | ---: |
| $B(2)=9$ | $2_{o}, 2_{y}, 2_{w}, 1_{o}+1_{o}, 1_{y}+1_{y}, 1_{w}+1_{w}, 1_{o}+1_{y}, 1_{o}+1_{w}, 1_{y}+1_{w}$ |
| $C(3)=19$ | $2_{o}+1_{o}, 2_{y}+1_{y}, 2_{w}+1_{w}, 2_{o}+1_{y}, 2_{o}+1_{w}, 2_{y}+1_{w}, 2_{y}+1_{o}$ |
|  | $2_{w}+1_{o}, 2_{w}+1_{y}, 1_{o}+1_{o}+1_{o}, 1_{y}+1_{y}+1_{y}, 1_{w}+1_{w}+1_{w}$, |
|  | $1_{o}+1_{o}+1_{y}, 1_{o}+1_{y}+1_{w}, 1_{o}+1_{o}+1_{w}, 1_{y}+1_{y}+1_{o}$, |
|  | $1_{y}+1_{y}+1_{w}, 1_{w}+1_{w}+1_{y}, 1_{w}+1_{w}+1_{o}$ |
| $D(0)=1$ |  |
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#### Abstract

Let $n>1$ be an integer. $\phi^{(e)}(n)$ is a multiplicative function. The integer $d=$ $\prod_{i=1}^{s} p_{i}^{b_{i}}$ is called an exponential divisor of $n=\prod_{i=1}^{s} p_{i}^{a_{i}}$, if $b_{i} \mid a_{i}$ for every $i \in\{1,2, \cdots, s\}$. Let $\phi^{(e)}(n)$ denote the number of divisors $d$ of $n$ such that $d$ and $n$ have no common exponential divisors. The aim of the paper is to establish a short interval for $r$-th power of the function $\phi^{(e)}(n)$ for any fixed integer $r \geq 1$.
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## §1. Introduction

Let $n>1$ be an integer. For $n=\prod_{i=1}^{s} p_{i}^{a_{i}} a_{i} \geq 1(1 \leq i \leq r)$, denote by $\phi^{(e)}(n)$ the number of integers $\prod_{i=1}^{s} p_{i}^{c_{i}}$ such that $1 \leq c_{i} \leq a_{i}$ and $\left(c_{i}, a_{i}\right)=1$ for $1 \leq i \leq r$, and let $\phi^{(e)}(1)=1$. Thus $\phi^{(e)}(n)$ counts the number of divisors $d$ of $n$ such that $d$ and $n$ are exponentially coprime.

It is easy to see that $\phi^{(e)}(n)$ is a prime independent multiplicative function and for $n>1$,

$$
\begin{equation*}
\phi^{(e)}(n)=\prod_{i} \phi\left(a_{i}\right) \tag{1}
\end{equation*}
$$

where $\phi$ is the Euler-function.
Throughout this paper, $\varepsilon$ always denotes a fixed but sufficiently small positive constant.
Liu [3] got the following result:

$$
\begin{equation*}
\sum_{x<n \leq x+y} \phi^{(e)}(n)=C(y)+O\left(y x^{\frac{-\varepsilon}{3}}+x^{2 \varepsilon+\frac{1}{7}}\right) \tag{2}
\end{equation*}
$$

where $C=G(1) \zeta(3) \zeta^{2}(5)$ is a constant.
In this paper, we shall prove the following short interval result.
Theorem 1.1 If $x^{\frac{1}{5}+\frac{4 \varepsilon}{3}}<y \leq x$, then we have

$$
\begin{equation*}
\sum_{x<n \leq x+y}\left(\phi^{(e)}(n)\right)^{r}=A_{r} y+O\left(y x^{\frac{-\varepsilon}{6}}+x^{\frac{1}{5}+\frac{7 e}{6}}\right), \tag{3}
\end{equation*}
$$

where $A_{r}=\operatorname{Res}_{s=1} F(s)$ and $F(s):=\sum_{n=1}^{\infty} \frac{\left(\phi^{(e)}(n)\right)^{r}}{n^{s}}$.

## §2. Some lemmas

In order to prove our theorem, we need the following lemmas.
Lemma 2.1. For $r \geq 1$, then we have

$$
F(s)=\sum_{n=1}^{\infty} \frac{\left(\phi^{(e)}(n)\right)^{r}}{n^{s}}=\zeta(s) \zeta^{2^{-r}-1}(3 s) H(s)
$$

where the infinite series $H(s):=\sum_{n=1}^{\infty} \frac{h(n)}{n^{s}}$ is absolutely convergent for $\Re s>\frac{1}{5}$.
Proof. By Euler's product formula, we can get

$$
\begin{align*}
\sum_{n=1}^{\infty} \frac{\left(\phi^{(e)}(n)\right)^{r}}{n^{s}} & =\prod_{p}\left(1+\frac{\left(\phi^{(e)}(p)\right)^{r}}{p^{s}}+\frac{\left(\phi^{(e)}\left(p^{2}\right)\right)^{r}}{p^{2 s}}+\frac{\left(\phi^{(e)}\left(p^{3}\right)\right)^{r}}{p^{3 s}}+\cdots\right) \\
& =\prod_{p}\left(1+\frac{(\phi(1))^{r}}{p^{s}}+\frac{(\phi(2))^{r}}{p^{2 s}}+\frac{(\phi(3))^{r}}{p^{3 s}}+\frac{(\phi(4))^{r}}{p^{4 s}}+\cdots\right) \\
& =\prod_{p}\left(1+\frac{1}{p^{s}}+\frac{1}{p^{2 s}}+\frac{2^{r}}{p^{3 s}}+\frac{2^{r}}{p^{4 s}}+\frac{4^{r}}{p^{5 s}}+\cdots\right)  \tag{4}\\
& =\zeta(s) \prod_{p}\left(1+\frac{2^{r}-1}{p^{3 s}}+\frac{4^{r}-2^{r}}{p^{5 s}}+\cdots\right) \\
& =\zeta(s) \zeta^{2^{r}-1}(3 s) H(s)
\end{align*}
$$

where the infinite series $H(s):=\sum_{n=1}^{\infty} \frac{h(n)}{n^{s}}$ is absolutely convergent for $\Re s>\frac{1}{5}$.
Lemma 2.2. Let $k \geq 2$ be a fixed integer. $1<y \leq x$ be large real numbers and

$$
B(x, y ; k, \varepsilon):=\sum_{\substack{x<n m^{k} \leq x+y \\ m>x^{\varepsilon}}} 1,
$$

then we have

$$
\begin{equation*}
B(x, y ; k, \varepsilon) \ll y x^{-\varepsilon}+x^{\frac{1}{2 k+1}} \log x \tag{5}
\end{equation*}
$$

Proof. This lemma is very important when studying the short interval distribution of k-free number, see in [4].

Let $a_{1}(n), a_{2}(n)$ be arithmetic functions defined by the following Dirichlet series (for $\Re s>$ 1):

$$
\begin{align*}
& \sum_{n=1}^{\infty} \frac{a_{1}(n)}{n^{s}}=\zeta(s) H(s)  \tag{6}\\
& \sum_{n=1}^{\infty} \frac{a_{2}(n)}{n^{3 s}}=\zeta^{2^{r}-1}(3 s) \tag{7}
\end{align*}
$$

Lemma 2.3. Let $a_{1}(n)$ be arithmetical function defined by (6), then we have

$$
\sum_{n \leq x} a_{1}(n)=A_{1} x+O\left(x^{\frac{1}{5}+\varepsilon}\right)
$$

where $A_{1}=\operatorname{Res}_{s=1} \zeta(s) H(s)$.

Proof. Using Lemma 2.1, it is easy to see that

$$
\begin{equation*}
\sum_{n \leq x}|h(n)| \ll x^{\frac{1}{5}+\varepsilon} . \tag{8}
\end{equation*}
$$

Therefore from the definition of $h(n)$ and (6),it follows that

$$
\begin{align*}
\sum_{n \leq x} a_{1}(n) & =\sum_{m k \leq x} h(k)=\sum_{k \leq x} h(k) \sum_{m \leq \frac{x}{k}} 1 \\
& =\sum_{k \leq x} h(k)\left(\frac{x}{k}+O(1)\right)=A_{1} x+O\left(x^{\frac{1}{5}+\varepsilon}\right) \tag{9}
\end{align*}
$$

where $A_{1}=\operatorname{Res}_{s=1} \zeta(s) H(s)$

## §3. Proof of the theorem

From Lemma 2.3 and the definition of $a_{1}(n)$ and $a_{2}(n)$, we get

$$
\begin{equation*}
\left.\phi^{(e)}(n)\right)^{r}=\sum_{n=n_{1} n_{2}^{3}} a_{1}\left(n_{1}\right) a_{2}\left(n_{2}\right) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{1}(n) \ll n^{\varepsilon^{2}}, a_{2}(n) \ll n^{\varepsilon^{2}} . \tag{11}
\end{equation*}
$$

So we have

$$
\begin{align*}
\sum_{x<n \leq x+y}\left(\phi^{(e)}(n)\right)^{r} & =\sum_{x<n_{1} n_{2}^{3} \leq x+y} a_{1}\left(n_{1}\right) a_{2}\left(n_{2}\right)  \tag{12}\\
& =\sum_{1}+O\left(\sum_{2}\right)
\end{align*}
$$

where

$$
\sum_{1}=\sum_{n_{2} \leq n^{\varepsilon}} a_{2}\left(n_{2}\right) \sum_{\frac{x}{n_{2}^{3}}<n_{1} \leq \frac{x+y}{n_{2}^{3}}} a_{1}\left(n_{1}\right)
$$

and

$$
\begin{equation*}
\sum_{2}=\sum_{\substack{x<n_{1} n_{2}^{3} \leq x+y \\ n_{2}>x^{\varepsilon}}}\left|a_{1}\left(n_{1}\right) a_{2}\left(n_{2}\right)\right| \tag{13}
\end{equation*}
$$

By Lemma 2.3 we get

$$
\begin{align*}
\sum_{1} & =\sum_{n_{2} \ll n^{\varepsilon^{2}}} a_{2}\left(n_{2}\right)\left(\frac{A_{1} y}{n_{2}^{3}}+O\left(\frac{x}{n_{2}^{3}}\right)^{\frac{1}{5}+\varepsilon}\right) \\
& =A_{r} y+O\left(y \sum_{n_{2}>x^{\varepsilon}} \frac{a_{2}\left(n_{2}\right)}{n_{2}^{3}}\right)+O\left(x^{\frac{1}{5}+\varepsilon} \sum_{n_{2} \leq x^{\varepsilon}} \frac{a_{2}\left(n_{2}\right)}{n_{2}^{\frac{3}{5}+3 \varepsilon}}\right)  \tag{14}\\
& =A_{r} y+O\left(y x^{\frac{-\varepsilon}{6}}\right)+O\left(x^{\frac{1}{5}+\varepsilon} x^{\frac{\varepsilon}{6}}\right) \\
& =A_{r} y+O\left(y x^{\frac{-\varepsilon}{6}}+x^{\frac{1}{5}+\frac{7 \varepsilon}{6}}\right)
\end{align*}
$$

where $A_{r}=\operatorname{Res}_{s=1} F(s)$. For $\sum_{2}$ we have by Lemma 2.2 and (11) that

$$
\begin{align*}
\sum_{2} & \ll \sum_{\substack{x<n_{1} n_{2}^{3} \leq x+y \\
n_{2}>x^{\varepsilon}}}\left(n_{1} n_{2}\right)^{\varepsilon^{2}} \\
& \ll x^{\varepsilon^{2}} \sum_{\substack{x<n_{1} n_{3}^{3} \leq x+y \\
n_{2}>x^{\varepsilon}}} 1  \tag{15}\\
& \ll x^{\varepsilon^{2}}\left(y x^{-\varepsilon}+x^{\frac{1}{7}} \log x\right) \\
& <y x^{\varepsilon^{2}-\varepsilon}+x^{\frac{1}{7}+\varepsilon^{2}} \\
& \ll y x^{\frac{-\varepsilon}{2}}+x^{\frac{1}{7}+\frac{\varepsilon}{2}} .
\end{align*}
$$

Now our theorem follows from (12)-(15).
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